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Abstract

Elastic and viscoelastic properties of the solid earthgisormal mode based and

numerical methods in 1D and in 3D

by

Akiko To

Doctor of Philosophy in Geophysics
University of California at Berkeley

Professor Barbara Romanowicz, Chair

We developed a waveform modeling tool which is suitable tolyapo relatively high
frequency S diffracted waveforms which propagate througingly heterogeneous D” re-
gions. The accuracy of the method is checked against norrmdérsummation in simple
models and shows a satisfactory precision.

The method is applied to observed Sdiff waveforms to coimstree structure in the
D” layer beneath the Indian Ocean. The SHdiff waveforms,civlgraze the southeastern
edge of the African superplume, have previously been redar show a rapid arrival
time shift and a broadening of the waveforms with respecdhéoazimuth. In addition the
waveforms show a secondary pulse that follows the diredt Sdase. The comparison of

waveform data with CSEM synthetics indicates that the pwsts can be explained by



simple 3D structure effect in the D” region with a sharp, questical boundary aligned
almost parallel to the ray path.When including 3D effectthimmodeling, we find that the
velocity contrast across the sharp boundary is of the oridé+586, averaged over the last
300 km of the mantle, which is smaller than has been propassdme studies, but larger
than in existing tomographic models, implying that the ‘syglume” features at the base
of the mantle cannot be purely thermal.

We show that a set of SHdiff waveforms, which grazed the soutlborder of the
Pacific superplume, have similar features to waveformshvwpiazed the southeastern edge
of the African superplume. The similarity of the two obseh&Hdiff waveform sets at
relatively high frequencies indicates that the low velpo#gions in the lower mantle under
the Pacific Ocean and Africa, corresponding to the strongeded pattern in shear velocity
tomographic models, have a similar nature also at finer scale

We examine how well the anomalies are resolved in the tonpbgeanodel in other
regions of the D” layer. The comparison of synthetic trairaetanomalies between CSEM
and NACT shows limitations in the ability of NACT to handlestkeffects of large ampli-
tude Vs anomalies. The comparisons of travel time anomptiedicted by 1D ray theory,
CSEM and NACT shows the importance of including finite fregmyeeffects in the mod-
eling. The comparison of observed travel time anomalies @BEM synthetics show that
despite the limitations in the NACT method, the model (SAB28) gives a good predic-
tion of travel time anomaly amplitudes particularly in tiegions where the dataset for the

model have a good sampling coverage.



We performed simulations of coseismic and postseismiadeftion due to the Mw=7.7
1819 Allah Bund earthquake, using a previously obtainedcsouwpture model. Our results
show that Coulomb failure stress on the rupture plane of th@.B12001 Bhuj event had in-
creased by more than 0.1 bar due to the 1819 event. This islh Batgossibly significant,
amount. Other historic earthquakes in the Rann of Kachdlibmehat occurred since 1819
also predominantly occurred in regions of enhars€&S from the 1819 earthquake. This
implies that coseismic and postseismic stress changes due 2001 Bhuj earthquake will
lead to comparable regional stress perturbations in th@ BRaKachchh region and might
thus result in continued enhanced earthquake activity iexaended earthquake sequence

in an otherwise low-strain rate, intra-plate setting.

Professor Barbara Romanowicz
Dissertation Committee Chair
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Chapter 1

Introduction

The D” region, which encompasses the last 300km or so of tep dentle, is thought to
be a thermal and chemical boundary layer, and the site ofeigodynamic processes. Its
structure is believed to hold the keys to answering somee€thcial questions concern-
ing the evolution of the earth, such as the ultimate fate bflsating slabs,the origin of
hot spots, the amount of bottom heating driving mantle ¢atbon, electro-magnetic cou-
pling between the core and the mantle, and the differeatiaif material that produces the

chemical heterogeneity in the deep mantle.

The D” region was named by Bullen (1963) who estimated thaitieprofile of the earth’s
interior by using a seismic velocity profile and a few simpésuamptions. He concluded

that the lower mantle, between the depths of 1000km and 2898bnsists of two different



layers. Then he concluded that the lower layer with the deguilge between 2700km and
CMB, D” layer, has a density gradient that is 3 times largemtipredicted assuming a
constant composition for the lower mantle. This indicatexlgresence of heavy substances

or minerals in the D” layer which are different from the rekthe lower mantle.

In the last 20 years, many seismological observations hasgaulated that clearly set this
region of the mantle apart. Some prominent features arexibeace of ultra low velocity
zoneszarnero et al, 1995], anisotropyinnik et al 1995], small scale heterogeneity and
discontinuitiesHutko et al, 2006;Thomas et gl2006]. Many of these observations, which
highlight unique characteristics or amplitudes of anoegin the D" layer, are made for
relatively localized regions. This is because heterogesebstribution of stations and
earthquakes limits the sampling of the D” region and becaudg some of the seismic

phases such as ScS, SKS, PKKP and SPdKS that sample a srtial pdD” are used.

Recently, a phase transition, which is likely to occur at depths of the D” layer, was
discovered by high pressure experiments and ab initio lons Murakami et a] 2004;
Oganov and Onp (Mg, Fe)SiOs perovskite undergoes a phase transition to a post per-
ovskite at high pressure. Some of the properties, assdaidtie existence of post-perovskite
phase are consistent with previous findings based on segyauch as anisotropies and
discontinuities at the base of the mantle. Many questiaganding to the nature of the
D”, have remain unanswered and some more questions havegeargy the discovery of

the phase transition. Some of the key questions are the fohe ®” layer in mantle dy-



namics, the cause of the strong heterogeneities in the Dtheh¢hey are purely due to
the phase transition or some chemical heterogeneitiexalst Resolving details of the
seismic structure and obtaining the accurate distribugfdreterogeneities in the D” layer
using seismic waves would help to answer these questiorrseample, a simulation of
mantle convection , which takes the phase transition intowat, indicates that the scale
of heterogeneity becomes smaller in the case when the plaasition is the only cause of

the heterogeneitiefNpkagawa and Tackle3004].

Global tomographic models give an integrated view of thenaaly distribution in the D”
layer. Global shear velocity tomographic models show twgdascale low velocity struc-
tures in the lower mantle one under southern Africa, and theraunder the mid-Pacific,
which are referred to as “superplumes”. Although tomogm@aphodels reveal the dis-
tribution of heterogeneity in the earth’s interior, becaws the necessary damping and
smoothing that are introduced in the inversion proceskeg,do not accurately recover the
amplitude and gradient of the anomalies. For example, bydat modeling, strong lateral
variation of heterogeneities are found in the D” region &t blorders of the superplumes.
Studies of travel time anomalies of D” region sensitive @sashow peak to peak lateral
variations of up to 10% in S velocity occurring over severahtired km, which are clearly
underestimated in the tomographic models, whose maximuphitaiches are around 4% or

SO.

One of the problems in some studies of D” layer structure & they rely on a weak



anomaly approximation. The approximation, also know asBxpproximation, does not
allow to predict the accurate amplitude of strong hetereggn The ray theory approxi-
mation is also used in studies of D” structure. It is a higlyérency approximation which
ignores the finite frequency effect of wave propagation, thvedefore it is not appropriate
for studying low frequency waves or diffracted waves. Ondtieer hand, the D” layer is
most widely and globally sampled by diffracted waves. Rifted waves, so called Sdiff
or Pdiff (Fig. 1.1), diffract over more than 30 degrees ofcepiral distance along the
core-mantle boundary. Using these phases is essentialdppimg the 3D structure of D”
layer especially in the southern hemisphere where thenecmmany stations and therefore

inadequate sampling by other phases.

In chapter 2, we develop a tool that handles the waveform immgef (1) propagation

of seismic waves in 3D models with strong heterogeneity anspherical geometry (2)
diffracted waves along the core-mantle boundary, with aaeable amount of computer
resources. The Spectral Element Method, which was intredlirt geophysics about 10
years ago, is a numerical method based on the weak formulatithe wave equation and

it allows to take into account models with strong heteroggnéd he method is extended

to spherical geometry by meshing of the sphere into hexahi&@haljub ,2000]. How-
ever, the drawback of this method is a numerical cost. Inrakevercome this problem,
CapdevillefCapdeville et al. 2002] has developed a hybrid method that couples spectral
element computations with a normal mode solution. The spleelements are used only

in the target strongly heterogeneous regions. We preserdahipled method for the case



with a thin spherical shell of spectral elements, which egponds to the heterogeneous
D” layer, “sandwiched” between two modal solutions. Witistmethod, we can compute
synthetic waveforms with periods of 12 seconds in a readersbount of time (for Sdiff,
25 hours of computation time with 16 nodes of 4GB of memoryruete). The period cor-
responds to a wavelength, of about 100km at the CMB. A firstiation in a 3D D” layer
model based on the tomographic model SAW24B¥#&dnin and Romanowic2000] is
presented and compared with observed data. This work hagioddished inGeophysical

Journal Internationalunder [Capdeville, To and Romanowicz, 2003

In chapter 3, this method is applied to observed waveformstwdre significantly affected
by strong heterogeneity in the D” region. First we presetdrgsting waveforms, which
sample the southern border of the Pacific superplume. Theshaw similarities between
these waveforms and previously observed waveforms thapleatime southern border of
the African superplume. Finally, we apply the coupled modd apectral element ap-
proach to the data and estimate the velocity contrast bettheeoutside and inside of the
superplume. The results show the importance of using aropgpte tool which takes in
account the strong 3D heterogeneity, especially the effeetto structures outside of the
great circle path. This work has been publishedearth and Planetary Science Letters

under [To, Capdeville, Takeuchi and Romanowicz, 2005

In chapter 4, we examine how well the anomalies are resolvedher regions of the D”

layer. We put special focus on the anomaly distributionshan Pacific region, where the



locations and details of sharp anomaly gradient structaresnd the Pacific superplume

are less well understood than in the African superplume.

In Chapter 5, we focus on a postseismic displacement whigtis far more than a hun-
dred years. The 2001 Mw 7.7 Bhuj earthquake occurred in aaglate region showing
little evidence of active tectonism, but with rather undsaive seismicity, including an
earlier major earthquake, the 1819 Allah Bund earthquaké M We found that static co-
seismic and transient postseismic deformation followihg1819 Great Rann of Kachchh
earthquake (M7.7) has increased the likelihood of fails€ kS in the region and the

occurrence of the 2001 Bhuj earthquake.



Quter core

Mantle

1 D" layer Station ¥ Source
Figure 1.1: Schematic description of wave paths of SKS,SIKK& Sdiff.
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Figure 1.2: S wave velocity tomographic model (SAW24B16jhet depth of 2850km.
Brown lines are contour lines of 0 % anomaly which encircle stow anomaly regions
called superplumes.



Chapter 2

Coupling Spectral Elements and Modes
In a spherical earth: an extension to the

“‘sandwich” case

This chapter has been published3eophysical Journal InternationgCapdeville, To and
Romanowicz,20Q3with the title 'Coupling Spectral Element and Modes in a eptal

earth: an extension to the sandwiched” case’
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Summary

We present an extension to the coupling scheme of the Sp&ttrment Method $EMm)
with a normal mode solution in spherical geometry. This esgien allows us to consider
a thin spherical shell of spectral elements between two hsmdations above and below.
The sem is based on a high order variational formulation in spaceasédcond-order ex-
plicit scheme in time. It combines the geometrical flextiibf the classical finite element
method with the exponential convergence rate associatidswectral techniques. In the
inner sphere and outer shell, the solution is sought in tesfres modal solution in the
frequency domain after expansion on the spherical harmdrasis. ThesEM has been
shown to obtain an excellent accuracy in solving the waveataop in complex media but
is still numerically expensive for the whole Earth for higedquency simulations. On the
other hand, modal solutions are well known and numericdiBap in spherically symmet-
ric models. By combining these two methods we take advamégeth, allowing high
frequency simulations in global Earth models with 3D stooetin a limited depth range.
Within the spectral element method, the coupling is intaatlvia a dynamic interface
operator, a Dirichlet-to-Neumanm®{N) operator which can be explicitly constructed in
the frequency and generalized spherical harmonics donsaig umodal solutions in the
inner sphere and outer shell. The presence of the sourceeaed/ers in the top modal
solution shell requires some special treatment. The acgwhthe method is checked

against the mode summation method in simple sphericallynsgtmc models and shows
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very good agreement for all type of waves, including diffemcwaves traveling on the cou-
pling boundary. A first simulation in a 3D D” layer model basedthe tomographic model
SAW24B16 is presented up to a corner frequency of 1/12 s. The cosgraxwith data

shows surprisingly good results for the 3D model even wherottserved waveform am-
plitudes differ significantly from the ones predicted in §pherically symmetric reference

model PREM).

2.1 Introduction

While it has long been known that the top layers of the eamitégior, the crust and the up-
permost mantle, are strongly heterogeneous, with latargtons of structure commonly
exceeding 10%, it has only recently been recognized thdt swong variations may also
be present at the bottom of the mantle, in the D" region. Ttterlavhich encompasses
the last 300 km or so of the mantiByllen 1963], is thought to be both a thermal and a
chemical boundary layer, and the site of vigorous dynanocesses (e.gLpper and Lay
1995; Lay et al, 1998]). Recent global tomographic models of S velocityadieshow
the distinctive character of lateral variations of struetat the top and at the base of the
mantle (e.g. $u et al, 1994;Masters 1996;Li and RomanowicgZ996;Grand et al, 1997;

Liu and Dziewonski1l998; Ritsema et al.1999; Mégnin and Romanowic2000]). The

rms velocity profile peaks in the top 200 km and then againistergly shows a marked
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increase in the deepest 500-800 km of the mantle. The spedflateral heterogeneity
changes from being "white" in the bulk of the lower mantleb®ng dominated by long
wavelengths in the upper mantle as well as in the last 500 loweathe CMB, as reflected
in more organized spatial patterns. These patterns havedoedirmed in studies focussed

on the global 2D analysis of CMB diffracted waves (e.g. reMi&arnerg 2000]).

On the other hand, the most recent seismological evidernoésgo the existence of strong
lateral variations in D" associated with the borders of the targest "plumes” (i.e. low
velocity regions) at the base of the mantle, resolved incatidgraphic models. Peak to
peak lateral variations of up to 10% in S velocity occurrimgioseveral hundred km have
been found, both on the border of the African Plume (eBitsema et al.1998; Wen
and Helmberger1998b;Ni and Helmberger2001]) and of the Pacific Plum8féger and
Romanowicz 1998;Bréger et al, 1998]. Such strong variations cannot be interpreted
in terms of thermal variations alone. Strong localized at#oihs in P velocity have also
been inferred from the study of precursors to PRKRJ@le and Hedlin 1998; Wen and

Helmberger 1998b] and in S velocity anisotropy from the study of SV@ifinnik,1998].

Yet, present global waveform modelling approaches relyihean assumptions of weak
heterogeneity. While the forward modelling of travel tineébody wave phases sensitive to
the base of the mantle, using standard ray methods, prowélpful insights regarding the
character of lateral heterogeneity, much information istgebe gained from the analysis

of waveforms. For this purpose, adequate modelling toadsl ne be applied.
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Given the strong heterogeneity found in the two boundargrayf the mantle, appropri-
ate tools are needed that will handle waveform modellingnefl) propagation of seismic
body and surface waves in 3D models with strong lateral taria and in spherical geom-
etry, and 2) diffracted waves along the core-mantle boundaiffracted waves cannot be
handled by ray-based methods. On the other hand, pertombagthods based on a normal
mode formalism are well adapted to the spherical geomedwry,handle diffracted waves
and allow the computation of Fréchet kernels for inverseog.(Li and Romanowicgz995;

Li and Romanowigz1996; Lognonne and Romanowic2990; Clevede and Logonnpne
1996;Dahlen et al,2000]). However, the strength of the target lateral hefeneity, which
would require pushing the perturbation development tcerddrge orders beyond the Born
approximation, and the relatively short period of the wawessidered (30 sec or less),
makes this approach as yet rather unpractical for wavefoodefling, especially in the
P-SV case (many modes to couple). Another approach thatdeasgroposed for whole
earth heterogeneous models is based on the DSM (Directi@olMethod, [Geller and
Ohminatq 1994; Geller and Takeuchil995]). This method, based on the weak form of
the equations of motions, allows one to compute partialdavies of seismograms, and is
therefore well adapted for inversion. Unfortunately, timisthod is currently only available
for axisymmetric models (e.gCummins et a1997]) and uses the Born approximation for

models without symmetryTpkeuchi and Gelle2000].

There have been some successes in modeling D" sensitivegpbhamg hybrid codes, in

which the computation in D" is done by a Cartesian finite défee (FD) scheme, while



14

outside of the deep mantle, standard 1D ray methods such aBJVj@hapmarl978],
Kirchoff [ Stead and Helmbergef988] or generalized ray$iplmberger 1983], are ap-
plied to perform the ray tracing. The FD part is computatilynbeavy and the hybrid
approach reduces the computation time outside of the thAgjetogeneous region. Wen
and Helmbergerlen and Helmberged998a;Wen and Helmberged 998b] successfully
implemented such a dual scheme, and in particular modédiedftect of the ULVZ on the
PKP and SKS+SPdKS waveforms. Because the disturbance theeWdVZ is limited to a
small region of D", this type of approach is, from a compwtadil perspective, particularly
efficient. It is unfortunately not appropriate for modedjisdiff waves. First, Sdiff can
diffract over more than Z0epicentral distance, and it is not possible to adequateiylsite

diffraction over a curved CMB in the cartesian FD box.

Over the last few years, much progress has been made in teéodment of numerical

methods adapted to spherical geometry and able to compuwesweananating from a real-
istic seismic source, reaching, within reasonable contjoual time, periods of interest for
teleseismic studies, making no assumptions on the strefgiocity contrasts, and able

to handle interface waves and interface topography.

Among the possible numerical methods able to solve the wauat®n in general Earth
models, the Spectral Element Methad (1 ) has been shown to be particulary efficient and
accurate. Thesem has been introduced in computational fluid dynamRat¢ra 1984;

Maday and Pateral989] and applied more recently to the 3D elastic equatandioli et
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al.,1997;Komatitsch and Vilotte1998]. This method combines the geometrical flexibility
of conventional finite element methods with the exponermtaivergence rate associated
with spectral techniques, and suffers from minimal nunardispersion and diffusion.
The extension to spherical geometry has been introduce@baljjub ,2000; Chaljub et
al., 2003] developing a mesh of the sphere with deformed cubresd#he “Cubic Sphere”
starting from the work of$adourny1972] and Ronchj 1996], and allowing nonconform-
ing interfaces using the mortar methdgefnardi et al., 1994]. The effects of anisotropy,
attenuation Komatitsch and Trompl999], rotation and gravityomatitsch and Tromp
2002] have also been introduced. In spite of all the qualiGethe method, the main
drawback is still the numerical cost. The method can addresser frequencies between
1/20 Hz and 1/15 Hz but only with huge amount of memory (100 t€hy an order of
magnitude) and with a large CPU time, making it still impreakto test numerous models,
as one would want to do in a forward modelling approach, orpmam the wavefield for

hundreds of sources in an iterative global inversion scheme

A solution to that problem, allowing higher frequency siatidns using smaller machines
(smaller memory and less CPU time), has been introducedthdtitoupling of thesem
with the modal solutionCapdeville,2000;Capdeville et al.2002;Capdeville et al.2002].
The idea of this method is to limit the use of the expensi® in regions of the Earth that,
depending on the problem studied, include 3D heterogersityto use the cheaper modal
solution in regions that can be assumed spherically synmneirhe coupling between

the sem, expressed in space and time domain, and the modal soletxpnessed in fre-
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guency and wave-number domain, is not trivial and requioesesoriginal solutions that
are explained in detail inGapdeville et al.2002] (hereafter referred to as “paper 1”). In
the spectral element method, the coupling is introduceéd\dgnamic coupling operator,
a Dirichlet-to-Neumann (DtN) boundary operator. The ofmraan be explicitely con-
structed in the frequency domain and in the generalizedrggahénarmonics basis, using

classical modal solution techniques.

In paper 1, only one coupling interface was allowed with atemal shell of spectral ele-
ments over an inner sphere in which the modal solution isdodrhe typical application
of such a partitioning is for a heterogeneous crust over argglly symmetric mantle and
core. We present here an extension of the coupled methoe tcatte of a thin spherical
shell of spectral elements “sandwiched” between two maalati®ns. A target application
of this new development is the study of the D” layer, whichti®sgly heterogeneous, as
discussed above. In that case, a layer with 3D structureeabdkttom of the mantle can
be used between two spherically symmetric models. Thispiar coupling type is not
trivial, due to the fact that the source and the receiversmatiee modal solution domain,
as we will show here. We finally present and discuss an exaafgienulations, with a 3D
model in the D” layer obtained using the S tomographic madeV24816 [Mégnin and
Romanowicz2000] andPREM [Dziewonski and Anderspi981] and some comparisons

with data.
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2.2 Problem statement and method principle

We consider a non rotating Ear@hof radiusro. The equation of motion to be solveddn
is:

p(r)u(r,t) —s2u(r,t) =1f(r,t), (2.1)

where p is the densityu is the displacement fieldj its second partial derivative with
respect to time, 7 is the elasto-gravity operator for a non rotating spheifitath (e.qg.
[Valette 1986; Woodhouse and Dahled978]) andf the generalized body force due to
the earthquake. We assume a free surface boundary condiipand an initial state of
the formu(r,0) = u(r,0) = 0. We divide the earth in three parts, an external sQgi},
an internal spher@y1, and an internal shefls sandwiched between them. We nafme
the spherical boundary between the domddyg andQs, andl™, the spherical boundary
between the domair@s andQp» (see Fig. 2.1). Note that @y is reduced to 0, we are
in the same situation as presented in paper 1, that is, oemexshell over an inner sphere.
We assume that all lateral heterogeneities of the Earth hapeléocalized in the inner shell
Qs, and that the Earth model withiy; andQp, as well as o 1 andrl ,, is spherically
symmetric. Depending on the Earth model considered, thesagd of interfacel’; can
be set anywhere between the core—mantle boundary radius,anthe basic idea of the
method is to use the spectral element metls®l)j in the heterogeneous part, thatls,
and a modal solution iy, andQp2. The latter is well known when the model properties

are only varying radially. The point is that, on the one hahd,spectral element method
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is very well adapted to a general 3D medium but is time and nmgmansuming from a
numerical point of view. On the other hand, the modal sotuhas a very low numerical
cost in spherically symmetric media. Combining these twthoes, we expect to optimize
the numerical cost of wave propagation in Earth models wHereexample, we wish to
focus the investigation on lateral heterogeneities in amgikepth range of the mantle, such

as D" and its vicinity.

2.2.1 Variational formulation

We first solve the wave equation using &M in Qs. The coupling with the modal solution
in Qm1 andQpy2 will then come naturally. Theem is a finite element method which solves
the equation of motion in its variational form that is theeigtal form of (2.1). In this
problem formulation, we seek a solutioni, the set of square-integrable functions with
square-integrable generalized first derivatives &¥er The problem to be solved is : find

u(-,t) € 7, such that't € I = [0, T], the time duration of the simulation, akt € ¥

(pu,w) +a(u,w) — Z langleTr,,w)yr, = (f,w) (2.2)
i=T,2
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with (w, pu) |i—o = 0 and(w, pu) |—o = O, where(-, -) is the classical? inner product, the

symmetric elasto—gravity bilinear forgg-, -) expression can be found in paper 1 and

(Tr.wWr, :/ (Tr,cdotw) dx, (2.3)

whereTr, is the traction on the spherical interfaCe To solve (2.2), we need to know
Tr,. As will be shown in section 2.2.3,r, can be computed as a function of the incident

displacementr; on each coupling interface and this is where the couplingrfopmed.

2.2.2 The Spectral Element Approximation

The basic principle of theewm, which is very close to the classical finite element method,
is to solve (2.2) using a high degree polynomial approxioraby elements of functions

in 7 space. In this method, elements have to be deformed cubes¢@daic meshing of
the spherical shell has to be found. The “cubic sphere” pegdy Fadourny1972] and
further extended byRonchj 1996] allows such a meshing of a spherical surface by de-
composing it into six regions of identical shape which camfag@ped onto a cube face. To
obtain the meshing of a spherical shell, spherical surfacesonnected radially (see figure
2.2), where non conforming interfaces are allow€thaljub et al, 2003]. Each numeri-
cal integration of (2.2) is performed using the Gauss-Lmbhegendre éLL) quadrature

in each cartesian direction. The polynomial basis is b&ihg the Lagrange polynomial
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associated witlgLL points. A detailed description of the spectral element we#pplied
to the wave equation can be found Komatitsch and Vilotte1998] and Chaljub et al,

2003].

In this paper, the anelasticity of the medium is taken intmaat in the SEM following the

scheme presented iK¢matitsch and Tromdl999].

2.2.3 TheDirichlet to Neumann operator

In this part, we recall results obtained in Paper 1 ignormgtie moment that the source
and the receivers will be in the upper modal solution dom@jyp,. This aspect will be ex-
amined in the next section. The continuity of traction arel ¢bntinuity of displacement,
or the normal displacement (depending on whelhera solid—solid or a solid—fluid inter-
face), through each interfag,i = 1,2, have to be assured. Assuming that the solution to
the wave equation (2.1), without the right-hand-side (fhs)known inQy;, if a boundary
condition in displacement is imposed on the interfEgehe stress field can be computed
everywhere irQy; and in particular the traction dn is known. Using the continuity rela-
tions of displacement and traction throughwe are then able to construct an operatgr
that, for a given displacemeag, on[j, returns the corresponding traction tka; applies
onQs:

oy 1 Tr(r,t) = (ur(r,t)), (2.4)
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for a solid—solid interface and

i Tr(r,t)=2i(ur,(r,t)-n(r)), (2.5)

for a solid—fluid interface, wheneis the normal outward unit vector to the surfageForm
the point of view ofQg, the boundary condition of; is a Neumann condition (condition
in traction) that depends on a Dirichlet condition (coratitin displacement), therefore the
operator.e/j is named &irichlet to NeumanDtN) operator. This operator allows us to
compute (2.3) knowingrr,, as for a classical absorbing boundary problem (eGjvdli

and Keller, 1990;Grote and Keller 1995;Sanchez-Sesma and Va998]).

As shown in paper 1, thBtN operator is built in the frequency — generalized spherical
harmonic domainRhinney and Burridgd973], in which the solutions of (2.1) without
the right hand side term are well known in spherically symio@bodels. For each angular
order/, an operator in frequency/,(w) is found which, due to the spherical symmetry
of the problem, does not depend on the azimutal oragr [This operator is not defined
for a discrete set of frequenciE%, that correspond to the eigenfrequencieQgif for the
homogeneous Dirichlet problem (no displacement at the thaxy;). Note that if one
needs to include attenuation in the spherically symmetit @f the model, anelasticity is
simply approximated by introducing a complex part in eagferfrequency of14, as it is

classically done in normal mode problems (eTaleuchi and Saitd 972]).
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Because thesEM is a time—space method, tiEN operator has to be computed in this
domain. The first and most difficult step is to compute in the time domain for each

¢. First, because of its singularities at each frequencVlgf this operation cannot be
performed by a traditional fast Fourier transforrF(). To circumscribe this problem,
the continuous spectrum, on which a classiml can be performed, is separated form
the discrete spectrum. The Fourier transform of the disgpert of the operator can be
obtained using the Cauchy theorem, which finally allows ustitain theDtN operator

in the time domain. Th®tN operator is naturally causal, but in order to be compatible
with the SeEM time evolution scheme, it has to be numerically causal. Byenically
causal we mean that tHatN operator in time that is obtained from ti#N operator in
frequency, using the numerical process previously desdritmust be equal to zero before
t = 0. If it were not the caseyr, (t) would be required at time steps future to the current
time step, in order to computer, (t) correctly at the current time step, which is obviously
not possible. Unfortunately, the frequency window usedtifigr Fourier transform is not
infinite (the maximum frequency possible is the Nyquist frexacy), and such a filtering
is not causal. In order to circumscribe this second probkemegularizedtN operator,
/', is used, where?(w) is close to zero for the high frequencies. On such a regeldriz
DtN operator, the frequency window filtering has no effect ardddusality is numerically
preserved<’ is obtained by subtracting from¥, an asymptotic operatsf, valid for the
high frequency of th®tN operator, which can be obtained analytically (see Papai/ith

such a regularization, the expression of the traction irggeeralized spherical harmonic
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domain is,

Triem= S *Ur,  m+CoxUr, 1m (2.6)

wherex is the time convolution. As¥) is causal,/} = ur,,m can be computed numeri-
cally without any problem and it can be shown tf&@t+ ur, , » can be computed analyti-
cally. Mathematically speaking?, is not a bounded operator and therefore, the numerical
Fourier transform cannot be performed on it properly. Ttrgularized operators) is
bounded (it goes down to zero for high frequency), and tloeeethe numerical Fourier

transform can be performed on it properly, which solves tioblem.

After having obtainedr, , m in time, the second step is to obtain it in space. To do so, a
backward Legendre transform, that is the summation évardm of coefficientsTr, ; m

on the generalized spherical harmonic basis, has to berpestb The summation ovér
has to be numerically truncated after &gy that does not affect the coupling process (the
summation ovem is naturally truncated as, for a givénm must lie between-¢ and/).

To evaluate this corner angular ordgfay, the dispersion curve of the surface waves of
the inner sphere for the homogeneous Dirichlet boundargition problem can be used.
As a matter of fact, with such a curve, for a given maximum diestcy of the source, a
maximum angular order can be found. This maximum angulagrocdrresponds to the
maximum angular order that a wave would have in the innerrgpinethe far field of the
source. Multiplying this angular order with a "safety” co@ént (; can be in the near field

of the source and the medium close to the interfad®4drtan be strongly heterogeneous),
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let’s say 2, a very good coupling is obtained. Finally, tlaetion expression which is to be

used to evaluate (2.3)is

l={maxm=+¢

Tr, = /% > (Zixurm+Coxurem) Y om (2.7)

m=—/

where#, , is the generalized spherical harmonic basis.

2.2.4 Particularity of the coupling due to the “sandwich”

The introduction of the “sandwich” geometry has two praadtimonsequences that have to

be treated: the source and the receivers are in the uppel seddaon domain.

The resolution and the construction of tbéN operator remains unchanged in the inner
sphereQp1, but in the outer sheQy2, we must take into account the right hand sidie
the resolution of (2.1). This is performed by adding a patéic solution of (2.1) to the

general one which gives the followiri2tN relation,
it Tr(rt) =2(ur (rt) + 2(r,t), (2.8)

in the solid—solid case (the solid—liquid case is similahene % is the particulr solution
term due to the presence of the sourc@jpp. £ is computed using the modal solution of

Qwm2 where the boundary condition @i is chosen as an homogeneous Dirichlet condition



25

(no displacement) for practical reasons (see appendixr defiails).

As receivers are on the free surface of the Earth, they aadddn the modal solution

domainQp2. We must therefore use the modal solution to obtain the aigphent at the

surface. This is performed using an operatdrsimilar to theDtN operator that continues
the sem domain solution on the coupling interfa€e up to the free surface in the modal
solution domain:

P uM2(rt) = 2 (ur (r, 1)+ 2BYr,1), (2.9)

whereuM? is the displacement ify>, 29 is a term similar toZ but in displacement and

at the free surface.

All operatorsa/,, 2, 2% and 2 have a discrete spectrum that is a subset of the spectrum
of the spherical shelQ\y» with free surface condition at the surface and homogeneous
Dirichlet condition o, but they are not all exactly the same. Indeed, some eigardreq
cies corresponding to surface waves do not contribute t®tNeafter a certain frequency
depending on the depth bb, and are therefore not present in the spectrun¥'ef # and

2. However, they are present in the spectrunsst
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2.3 Validation tests

Before presenting a test of the “sandwich” coupling, we fmsisent a validation test fo
a diffracted wave on the coupling interface. A diffractedvera&xactly on the coupling
interface is a very difficult case for this method becauséd suegvave stays on thBtN
boundary for a long time and is therefore very sensitive tp emor that occurs during
the coupling process (an even worse case, i.e. StoneleyswamMie coupling boundary, is
discussed inCapdeville,2000]). Furthermore, this kind of wave (Sdiff and Pdiffiwalely
used to study the D” layer, and because we do not considereteydgeneity in the outer
core, the coupling interface, will be set at thecm and therefore diffracted waves will
propagate on thBtN boundary. It is therefore crucial to test the accuracy olgations in

this particular case.

To do so, we use a simple model that is a homogeneous sphehiglal(external radius:
6371 km) over a liquid inner sphere (radius 2871 km). Theresieshell S wave velocity
(B) is 6 kms™!, the P wave velocityd) is 8 kms™1, the inner sphere P wave is set to
4 kms 1 to create a shadow area for P waves so that Pdiff and PKP wavest chix (figure
2.3). The density is everywhere 3000 kgt The source, located at a depth of 1048 km,
is an explosion (this implies that no SHdiff waves will be geated, but SHdiff is not a
difficult case because for this wave, the boundary is onlyea gurface), and the corner
frequency is 1/125 Hz. Figure 2.4 shows the spectral elemesh used for that test. We

compare synthetics obtained with the coupled method witmabmode synthetics at 4
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different epicentral distances on figure 2.5. The residaatglified 10 times, show a very
good agreement which validates the coupling in that caselambnstrates that diffracted
waves propagating along the coupling interface are condpwiiin a satisfactory accuracy.
More tests of th&®tN but non specific to the sandwich coupling can be foun®imddeville

,2000] or [Capdeville et al.2002].

To validate the sandwich coupling, we perform a test in ayfabmogeneous sphere with
a very deep source. The test is once again unrealistic gewaitly speaking, but has
every difficulty, and even more (the source is not usually eepd, of a realistic case for
the coupling. Furthermore, the normal mode solution ishat tase, quasi-analytic and
therefore suitable. The source is very deep in order to mm@rsurface waves that could
hide problems at the coupling interface. The elastic prtogeepf the sphere are the same
as those of the external shell in the previous test. Therdiiferadii areryq =6371 km,
rr, =3810.5 km andr, =2560.5 km. The spectral element mesh is exactly the same as
the one in figure 2.4, but, because of geometrical effecthi @ee smaller), the maximum
corner frequency can be higher (1/55 Hz). The source iskesstip earthquake at 1272 km
depth. In figure 2.6, we present, on the top graph, the catioib of the two terms of
equation (2.9) to the actual seismogram. The teffhrepresents the source contribution
in a spherical shell with a rigid boundary condition at th&tm. The reflection of the inner
interface can be clearly seen, especially on the transeersponent. The term « u'}"zz IS
the contribution of thétN operator to the final seismogram. This contribution canakls

the reflections at the inner interface of the te#f} to finally obtain a very good match with
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the normal mode summation reference solution. Once agaiadturacy is satisfactory.

Finally, we show in figure 2.7 a comparison with normal modkitsan in PREM. The
configuration is similar to the one in the previous test, hetsource is now 600 km deep
andrr, has been set to 3480 km to match the core mantle boundary. &Qyage, residuals

for both vertical and transverse components show a very ggoeement.

2.4 An example of application: the D” layer

We perform a simulation of one deep event (621 km deep) of Made 6.8 (September 4
97, Fiji) usingPREM in the top shell, and the 3D degree 24 SH maglah24816 [Mégnin
and Romanowi¢z22000], in the 370km above thevB. To obtain P wave velocity and
density heterogeneities, we use simple linear relatidps= 0.4 andda = 0.255p0.
The source mechanism is obtained from the Harvard CMT agtatml we have chosen
10 stations form CNSN (code used on figures: CN), USAF/USGBH,(GSN-IRIS/IDA
(1), GSN-IRIS/USGS (IU), USNSN (US) and LODORE (XT) netvksr(figure 2.8). All
epicentral distances lie betweerf@mhd 127 and we look at ScS waves and S diffracted on
thecmB. The spectral element mesh used has about 12000 elementsl@hihtegration

points (see figure 2.9) which allows a minimum corner peribtixs.

We first present synthetics RREM andsaw24B16 at two stationsi{k andLMN) in figure

2.10. The effect on P waves (vertical component) is weakiafftequency, but the effect
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on Sdiff (transverse component) is noticeable, espediatiyhe amplitude at LMN. This

effect should be observable on the corresponding data.

Our next step is to compare data with synthetics producedar8D model and iPREM

for reference. To do so, station response and crude eitiptiorrection has been applied to
synthetics. Figure 2.11 presents such a comparison forGtstations considered. These
10 stations have been chosen for their representativitynwbenparing data and synthet-
ics. Two phases are shown, ScS or Sdiff and sScS or sSdifédigpg on the epicentral
distance). The first observation is that, for most of thei@tatand to the first order, the
3D model does a better job th@reM, both on the time delay and on the amplitude. This
is especially true for stations likemN andBOSA at large epicentral distance, where the
effect on the amplitude is the strongest. Note that sloworegare systematically associ-
ated with higher amplitude tha#rReM (.e.g. YKw 3, LMN) and fast regions with smaller
amplitude tharPREM (BOSA). The fact that a tomographic model gives a good result on
the amplitude was not obvious a priori and is a good surpBsg.the 3D models explain
only the first order features of the data, and not at all statiorhe time shift due to the
3D model is sometime to strong (e.gyMQ) and sometime both amplitude and phase are
poorly explained (e.gw06 orTLY). It shows that interesting work still remains to better
explain observed diffracted waveforms, even at the raditilong periods considered. The
second phase, sSdiff, is poorly modeled. This can be exgildiy the fact that this wave
spends significant time in the strongly heterogeneous uppatle near the source, and this

heterogeneity is not accounted for in the model. This shavesas the limitations of our
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approach linked to the fact that we do not take into accoutgrbgeneities anywhere else
than in and above the D” layer. Nothing prevents us, howéxam progressively incorpo-
rating heterogeneity at different levels in the mantle, mngharticular, from considering, in

the future, two or more shells of strong 3D structure, as eéed

Finally, in figure 2.12 are plotted time arrivals of ScS orfSghases computed by lin-
earized ray tracing and by the coupled method using wavetooss-correlation for a large
number of stations. It shows that in most cases ray tracidglae coupled method have
time residuals of the same sign, but with significant diffieses of absolute value. The gen-
eral trend is that linearized ray theory overestimate tigsedual, which is coherent with
the wavefront healing phenomendting et al, 2001]. A more extensive discussion of the

type of comparison will be given in a forthcoming paper.

This particular simulation was performed on 64 processéorth®iBM machine of the

NERSG it required about 13Gbytes of memory and lasted approxmeigt20 hours.

2.5 Discussion and conclusions

We have presented an extension to the coupled spectral i@medes method, which
allows us to consider a thin spherical shell of spectral el&s "sandwiched" between
two modal solutions. This extension provides a way to obtelatively high frequency

seismograms at reasonable computation cost to study 3Dtusteuin specific shells of
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the earth. The method accuracy is checked against normat swthimation in simple
models and shows a satisfactory precision. An importantiGgifon, as shown here, is
the study of the D” layer and its vicinity, where we can reaohner frequencies under
10 s on moderately large parallel computers (typically Ggtpssors and under 20Gbytes
of memory). Using this tool, we hope to provide strong caias on the 3D heterogeneity
in and above D", in well sampled regions of geodynamicalrggg such as in the region of

the Pacific superplume.

The comparison of observed S diffracted seismograms fassampling D" across the Pa-
cific ,with synthetics computed in an existing tomographimda in which heterogeneity
has been restricted to the bottom 370km of the mantle showpsisingly good agreement,
not only in phase, but also in amplitude (in contrast to PRENtIsetics), at least down to
a 12 s corner frequency. This indicates that 3D effects naiwatted for by the theoretical
approximations used in the construction of model SAW24B&6at systematically dom-
inant. Notable differences remain, and will be investigdtather. The main limitation of
the approach presented in this paper is of course the factithanodel is not 3D every-
where, but this is the price to pay to be able to reach inteiggftequencies and not be too

restricted in the number of trial models to run.

Another interesting target of such a method is the inner.dor¢hat case, theem would
be used only in the inner core and the modal solution evergavhlse. Corner frequencies

of 5 s should be within range with the same type of machines.
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Among the possible future developments, it is possible tamduce some 3D structure in
the modal part, such as ellipticity, using modal pertudoati But it will not be possible
to include general 3D models without falling again in thesslaal difficulties of normal

mode perturbation techniques.
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Figure 2.1: The Earth domafn (left) is divided in three parts (right), an external sti»,
an internal shelQs and an internal sphe®y; separated by two spherical boundafies
andl;. In this sketch['1 is located on the core mantle boundary dndin the lower
mantle. We assume that lateral heterogeneities of the Eaottel are only present iQs,
so that the SEM needs only to be used in that domain and modéibss inQy1 andQ».
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Figure 2.2: Left: Split view of the six regions. Right: asd#ed view of the six regions in
a spherical shell.
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Figure 2.3: Two rays with very close ray parameters in the dggneous sphere with a
liquid inclusion showing the wide shadow area between thed™RKP waves.
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Figure 2.4: Spectral element mesh used in the homogenesiu# teas 8 elements in each
horizontal direction in each region and 2 elements in théicarone. The polynomial

degree is 8 in each direction.



36

90 degrees 110 degrees
1.5 T 1.5 T

1

—-1.5 ! —-1.5

€
‘O (0] 2500 5000 (0] 2500 5000
?_;/ 130 degrees 150 degrees
S 2 T 2 T
= Pdiff,
<
L Coupled Method
""""" Residual *10
-2 L -2 L
(0] 2500 5000 (0] 2500 5000
Time (s) Time (s)

Figure 2.5: Vertical component seismograms recorded at 800°, 130> and 150 of
epicentral distance in the homogeneous sphere with a ligaidsion. The solid line is the
coupled method solution and the dotted line representsetidualx10 when comparing
with the normal mode summation solution (the normal modersation solution is not
represented because there is no visible difference withdbpled method solution).
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Figure 2.6: Vertical and transverse displacement recdrds apicentral distance of 107

in a homogeneous sphere. The top plot for each componem@seans the contribution to
displacement of the two terms of equation (2.9). The bottéoh presents comparisons
with normal mode summation solutions.
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Figure 2.7: Vertical (top) and transverse (bottom) disphaent records computed by modes
summation (solid line) and by the coupled method (dasheg).lifhe difference between
the two solutions time 10 (dotted line) shows a very good emgent.
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Figure 2.8: Configuration of source and stations used indk@énple. The background
model is the tomographic modekhw24816 above thecmB. Path between source and
stations are plotted, and in bold is plotted the part of thi plaat would sample the D”

layer inPREM.
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Figure 2.9: Sketch of the configuration used in this examplee spectral element mesh
is represented with 4 times less elements in each horizdidtion that 4 times less
GLL points in the vertical direction there are actually for kilty purpose. In color in
represented the S wave velocity contrast comparekem from the tomographic model
SAW12816.
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Figure 2.10: Vertical (top) and Transverse (bottom) sytiteecomputed inPREM and
SAW24B16 for two stations. The effect on SHdIff is strong at largéceptral distance
especially on the amplitude (a factor two).
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Figure 2.11: Comparison between data (thin line), synteeti PREM (dotted line) and
synthetics inrsaw24816 +PREM (bold line).
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monds) and by the coupled method using waveform crosslatioe (crosses) for a large
number of stations isAwW24816 model in the D” region. The station name for which

waveforms are plotted on figure 2.8 are printed in bold. Thnetarrivals of data are also

plotted (circles).



44

Chapter 3

3D effects of sharp boundaries at the
borders of the African and Pacific

superplumes; observation and modeling

This chapter has been publishedBarth and Planetary Science Lettdi®, Akiko; Ro-
manowicz, B; Capdeville, Y; Takeuchi] Mith the title '3D effects of sharp boundaries at

the borders of the African and Pacific superplumes; observand modeling’
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Summary

We report that a sharp lateral boundary exists at the sauidge of the Pacific super-
plume. The set of SHdiff waveforms, which graze the Southfleabave similar features
to those observed previously at the southeastern edge dftloan superplume. Both
waveform sets show a rapid shift of the arrival time and tleabdening of the waveforms
with respect to the azimuth as previously reported in the cathe African plume. We also
document here that they both show a secondary pulse thawithe direct Sdiff phase.
The coupled mode/spectral element method, which can hatdleg lateral variations of
shear velocity in D", is used to construct synthetic wavefr The postcursors can be
explained by simple effects of 3D structure in the D” regiomhva sharp quasi vertical
boundary aligned almost parallel to the ray path. The excgef these pulses suggests
that modeling of heterogeneity outside of the great cirethgan help constrain the 3D
structure at the base of the mantle. When including 3D effacthe modeling, we find
that the velocity contrast across the sharp boundary iseobttier of 4-5%, averaged over
the last 300 km of the mantle, which is smaller than has beepgzed in some studies,
but larger than in existing tomographic models, implyingttthe “superplume” features
at the base of the mantle cannot be purely thermal. The sityilef the two observed
SHdiff waveform sets at relatively high frequencies intisathat the low velocity regions
in the lower mantle under Pacific and Africa, correspondmthe strong degree-2 pattern

in shear velocity tomographic models, have a similar nagilse at finer scales.
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3.1 Introduction

Global shear velocity tomographic models show two largdestow velocity structures in
the lower mantle, one under southern Africa and the otheewutiee mid-Pacific (Grand

, 2002; Gu et al, 2001; Mégnin and Romanowic2000; Masters et al. 2000,; Ritsema
et al. 1999]). The long wavelength structures of the so-callecegalpmes are consis-
tent between different models and they extend laterallyséweral thousand kilometers.
However, disagreement remains in the finer scale structut@sh are better resolved by
forward modeling techniques. More detailed images of thengith and shape of the slow
anomalies are often obtained by matching the travel tima datl waveforms of various
lower mantle sensitive phases such as ScS, S, SpdKS, SKKSaB& Sdiff Tanaka and
Hamaguchi 1992; Garnero and D Helmbergerl993; Wysession et 311994;Ritsema et

al., 1998;Wysession et gl2001;Bréger et al, 2001].

Recently, sharp lateral transitions in the velocity stuoetat the borders of the superplumes
have been reported. Most of the findings are associated hétAfrican superplumeVjfen
2001;Ni et al., 2002]. Steep gradients of the shear wave velocity are vbdam the east
and west sides of this prominent low velocity feature, whesttends 1500km above the
CMB [Ni et al, 2002]. Furthermore, on the southeastern edge of the Afraceomaly,
sharp transitions are observed at the north and south sidée kidney shaped slow
anomaly (shown as a brown dashed line in Fig. 3.1) that lietherCMB [Wen 2001;

Ni et al., 2005].



a7

There is also evidence of sharp velocity gradients arouadPtcific superplume. A large
8% lateral shear velocity drop in D” has been observed in thrtheastern Pacific with
a localized region of fast anomaly adjacent to the edge oftiperplume Bréger and

Romanowicz 1998].

The two prominent low S velocity features in the Pacific andarmAfrica have been in-
terpreted as large scale upwellings, with higher than gestamperature, possibly rep-
resenting the return flow from subductiorHdger et al, 1985]. The low velocities are
anticorrelated with bulk sound speeBdbertson and Woodhouysk96;Su and Dziewon-
ski, 1997], and may be associated with higher than averagetgefishii and Tromp
1999]. Their detailed features are not resolved yet, ini@ddr whether the correspond-
ing upwellings are broad or consist of a large number of maplumes Bchubert et a.
2004]. The sharp velocity contrasts documented in someaqus\studies Ritsema et al.
1999; Wen 2001;Ni et al, 2002; Ni et al., 2005; Bréger and Romanowicz1998] also
indicate that the nature of the superplumes cannot be ptivetynal. Constraining the gra-
dients across their boundaries and the detailed structitinethem is therefore crucial to

furthering our understanding of the dynamics of the mantle.

We focus on two points in this paper. First, we show that apskartical boundary also
exists at the southern edge of the Pacific superplume. Thod Sétdiff waveforms, which
sample D” in the South Pacific, have similar features to tludserved at the southeastern

edge of the African superplumeénen 2001;Ni et al, 2005]. Second, we show that the
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waveforms from Africa and the South Pacific exhibit not ordpid travel time shifts, but
also multiple pulses, for paths sub-parallel to the shaymbary, in its vicinity. We use
the coupled mode/spectral element method (CSEM in whaivisl) [Capdeville,2000;
Capdeuville et al. 2002; Capdeville et al. 2003] to construct synthetic waveforms in 3D
models of D” and show that these first order features and theds with azimuth can
indeed be produced by 3D effects from a simple structure aviititong sharp quasi vertical

boundary aligned almost parallel to the ray path.

3.2 Data

The locations of the events and stations used are displayegjure 3.1. We considered
earthquakes with depths of 100 km to 680 km &g > 6.1. Broadband seismograms
were collected from the IRIS/GSN and IRIS/PASSCAL networkgyure 3.2 shows the
observed Sdiff waveforms for an event in the Fiji-Tonga 0eg{19970904) recorded at
the stations of the Tanzanian array in Africa. The locatiohsaypaths are shown in Fig.
3.1. Waveforms are aligned with respect to the Sdiff arrivak predicted for PREM and
shown in order of increasing azimuth. As the azimuth inaeathe ray paths start to enter
the slow anomaly that lies to the north (Fig. 3.1). The first pranels from the left show
transverse and radial components respectively, to whiehi@ahase butterworth filter has

been applied, with corner frequencies of 0.01 and 0.2 Hz. Wdpass filter with slightly



49

different high corner frequencies is applied to the tradeth® third and fourth panel, to
match the filters used later in the synthetic computatiom® Aigh frequency corners are

at 0.09 Hz and 0.078 Hz respectively.

Figure 3.3 shows the SHdiff records of Fiji and Tonga eveat®rded at station BDFB
of the Global Telemetered Southern Hemisphere Network (§T® Brazil. The source
information for each event is given in Table 3.1. The SH radmpatterns for the Harvard
CMT solution

(http://www.seismology.harvard.edu/CMTsearch.htmd)shown in Figure 3.4. The wave-
forms are corrected for source polarity according to theifatolution. The raypaths of
these waveforms are shown in thick yellow lines in Figure: gy sample the southern
Pacific. The configuration of the events and stations is mdiffefrom that of the African
case (Fig. 3.2) inthat we look at waveforms from many evesitended at a single station,
whereas waveforms from one event, recorded at many stagomsligned in the African
case. This is because there is at present no dense arraytim/uerica that would sam-
ple this region. Consequently, the waveforms of (Fig. 3r8) shown in order of back
azimuth. The waveforms look alike, despite the fact that vee@mparing waveforms
from earthquakes with different sizes, depths and mechemiand with possible shifts due
to errors in the event location and timing. A clear time dedéybout 13 seconds of the
top trace, which samples the north, compared to the bottace trvhich samples the south,
is observed. The S phase waveforms recorded at the closens®RPN, at distances of

61 to 64 degrees (Fig. 3.1), show relatively simple pulség. (F3.5) and do not show
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either secondary pulses or the rapid time shift with resfgettte back azimuth. Especially
the waveforms from the event 20000614 show the distinceifice between a simple S
phase and a complex SHdiff phase. These comparisons cohftnthie travel time shift
and the secondary pulses in the SHdiff phase reflect an anamstructure and are not due
to features in the source process. There is no systemaiit itnehe radiation pattern (Fig.
3.4) and the size and depth of the earthquakes (Table 3.4 y&gpect to the back azimuth,
which also indicates that the features of Sdiff phase arelmneto the source processes, or

to structure in the vicinity of the source.

These SHdiff waveform sets, which sample the southeastige ef the African slow
anomaly (hereafter ASA) and the southern edge of the Padific anomaly (hereafter
PSA), are very similar in the following ways. First of allettonset times of the first ar-
rivals change very rapidly, or show a sudden jump with ressfgethe change of azimuth or
back azimuth. The thick grey lines in Figure 3.2 and Figura f8llow the trough of the
first arrival. In the case of ASA, the first arrivals shift ab&t seconds within an 18 degrees
change of azimuth. In the PSA case, the arrival time chanigestd 3 seconds within 18
degrees change in back azimuth. Second, the waveformsh\ghaze the transition from
fast to slow, show an additional pulse indicated by soliG@wid solid black lines in Figure
3.2 and Figure 3.3. In the ASA case, as raypaths start to gathmelslow anomaly, this
pulse comes closer to the first pulse, and it finally mergel thi¢ latter at an azimuth of
218 degrees. In other words, the solid black lines, whiclofothe second pulse, have

the opposite slope from the grey lines that follow the firdspuin the right 2 panels of
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Figures 3.2 and 3.3). This later phase is the feature we nmiodkeé following section.
Third, when we look at the higher frequency components cfelveaveforms, there are yet
additional pulses that can be followed for a certain azimatige. These pulses are shown

by the open circle dots in the first panel of Figure 3.2 and 3.3.

In order to confirm that the travel time shift observed in PSAlue to heterogeneity at
the base of the mantle, we measured the differential travedst of Sdiff-SKKS(Figure
3.6). We measured them for all the paths shown on the PadificisiFigure 3.1. The
differential travel times are less affected by the uncetyain the source location and the
origin time than for absolute Sdiff. In addition, because thypaths of Sdiff and SKKS
are close to each other in the upper mantle, they are moréigerte heterogeneity at
the base of the mantle. Both Sdiff and SKKS travel times arasueed by taking cross
correlations between observed waveforms and PREM syotiatieforms constructed by

normal mode summation down to 5 seconds.

A bandpass filter with corner frequencies of 0.01 and 0.05&dpplied to the Sdiff phase
and a filter with corner frequencies of 0.01 and 0.2 Hz is &gptd the SKKS phase to
measure the travel times. Relatively low frequency comptsare used for the Sdiff mea-
surement because the Sdiff waveforms look complex, withynhiggh frequency pulses, as
shown in the first and third panels of Figure 3.3. Taking thessrcorrelation is difficult

in such cases and results in the reduction of the number dleaisiata. High frequency

components are used for the SKKS measurements to avoidneiiizon by other phases
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such as SKKKS, which arrives close to SKKS. When measuretyudfferent frequency
ranges, including down to 0.2 Hz for Sdiff and 0.058 Hz for 81€S, the measured travel
times shift globally by a few seconds. However the relatiagel time differences between

the stations, which are the focus here, change by less tbaedonds.

The result of the travel time measurement is shown in Figu@wath respect to the lat-
itude of the point where Sdiff first reaches the CMB on the sewside. An ellipticity
correction Kennett, and Gudmundssatf96] is applied to each datum. The residuals of
Sdiff-SKKS for the station BDFB (gray diamonds in Figure )3s6ow a steep gradient of
10 seconds within a latitude change of 10 degrees. ThisateBdhat the rapid shift of the
arrival time shown in Figure 3.3 is neither due to the mistmraof events nor to upper
mantle heterogeneity. This shows that the sharp lateraitran in shear velocity anomaly
lies between the two regions where the SKKS raypaths entegxinthe outer core (shown
by yellow diamonds in Fig. 3.1). The data points for statiotiger than BDFB also show
that the Sdiff-SKKS residuals increase toward the nortthopugh a latitude of around -20
degrees. The residuals decrease again north of latitudibategrees, suggesting a rapid

exit from the low velocity region, but this feature is notalissed further in this paper.
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3.3 Modeling from simple structures

We used a coupled mode and spectral element approach (CSEhtriollows) [Capdev-
ille ,2000;Capdeville et al.2002;Capdeville et al.2003] for the waveform modeling. The
study of strong lateral variations in the D" region is bestradsed by a forward waveform
modeling approach that can handle 1) the propagation ahseisaves in 3D models with
strong lateral variations and in spherical geometry andffadted waves along the core
mantle boundary. The most promising method at the preset, tihe spectral element
method (SEM), remains computationally heavy. To addresstidy of heterogeneity in
particular regions, such as D", Capdevill&Sgpdeville,2000]) developed a hybrid method
that couples spectral element computations with a normakensolution, so that the spec-
tral element method is used only in the target strongly log&meous regions. The modal
solution provides a fast and precise solution in regiondhefEarth where a model with
spherical symmetry can be considered. This approach hasdx¢ended to the case of a
heterogeneous shell "sandwiched" between two spherisgithmetric shells Capdeville

etal, 2003;To et al, 2003]. In this study, SEM is used for the bottom 370km of taatte.

In the first part, we show that synthetic waveforms consédi¢tom simple models with
vertical boundaries can explain the first order featuredhefdbserved waveforms. The
models have the 1D structure of PREM down to a depth of 2591akd,the 3D model
below 2591km, down to the CMB. The 3D part of Model 1 is dividetb 4 quadrants as

shown in Figure 3.7a so that we can test different models thiglrsame CSEM run. Each
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guadrant in Model 1 has either -3% or +3% constant S velocitaaly with respect to
PREM. The portion of the Sdiff raypaths, which goes through bottom 300km of the
mantle, is shown in thick lines. The source mechanism iscéave its maximum SH
radiation around the maximum gradient of lateral hetereggn The two boundaries on
the right and top (i.e. pointing ON and 90E) are sharp and therdwo on the left and
bottom (i.e. pointing 180S and 90W) are more gradual. The @¥city jump occurs
within a distance of 3 degrees for the sharp boundary andwithdegrees for the gradual
boundary. The sharp boundaries are shifted 13 degrees frergreat circle that goes
through the source (shown by a dashed line). The graduadawmias lie between 5 degrees
and 15 degrees from the great circles. Model 2 (Fig. 3.7b)naS velocity anomaly of
-2% and +2% in the fast and slow region, respectively. The Béasvelocity jump occurs
within 7 degrees. The boundaries lie 13 degrees away frongrat circles, which are

parallel to the boundaries.

Figure 3.5 (a) to (d) show the synthetic waveforms for thaata which are located at the
four velocity transition zones of Model 1. The synthetias edmputed down to 12 seconds.
Each trace is normalized by its maximum amplitude. Bars emitiht side show the relative
maximum amplitude. Long bars indicate that the traces hanggelmaximum amplitudes.
The four panels show different combinations according tetiver the interface is sharp or
gradual and whether the source is located on the slow oritesbsthe interface. In all four
cases, we observe multiple pulses for paths which interéhbttvansitions in the velocity

structure. The comparisons between (a) and (c), and bet{®esnd (d) show that a
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sharper boundary produces a multiple pulse in a wider rahgeimuths. When the source
is located in the slow region (Fig. 3.5 (a) (c)), the secongauise, indicated by dashed
lines, is observed at stations in the slow regions, sucha®ss 23-41 for (a), 203-221
for (c). By inspecting the corresponding particle motions, infer that this corresponds
to paths which are radiated toward the fast region from thes segion, turn within the
velocity gradient and propagate toward the stations inlthe gegion. The estimated bent
raypath is shown in Figure 3.7(a) for station 205 of Modelhe Ppath is estimated by
setting the lateral turning point of the ray in the middle loé tdiffracting potion on the
CMB. When the path from the source enters D" in the fast reffb)) (d)), a secondary
phase due to multipathing is observed, as indicated by tlet [dack lines in Figure 3.5
(b) and (d). It is observed at stations 81-105 for (b), 261-8 (d). The first arrival at
these stations is a wave which is refracted at the bounday fine fast to slow region. For
example, the refracted raypath for station 89, estimatad the particle motion, is drawn
in Fig 3.7. The secondary phase at these stations is a waeh wropagates directly from
the source without bending much, sampling the slow regioD"inThe move out of the
phase indicated by the black line is observed at stationtsafiest region or at the border,
such as stations 101-105 and 277-281. We believe this ifractéd wave originating from
the scattering point where the boundary of the fast and stgion meets the 1D PREM at
300km above the CMB, and is therefore an unrealistic feaifitlee model. Figure 3.5 (e)
and (f) show the result for Model 2, which has a smaller shekmoity transition (from -2%

to 2%). The source is located on the slower side in (e) andagterfside in (f). Explanation
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of the phases shown by solid black and dashed lines are theaaabove.

Among the six panels in Figure 3.5, the waveforms of panestfjw features which re-
semble the observations most. The velocity contrast atdbedary is 4% and the source
is located on the fast side of the boundary. A more direct @iapn between the synthetic
and observed waveforms is shown in Figure 3.9 . Althoughetlaee some differences,
they all have the common feature of one trough followed by peaks. The waveforms
are compared with different time scales and frequency rigeshow the qualitative sim-
ilarity between them. The time scale of the synthetics istsltred compared to that of the
observed waveforms. This is because of the frequency liimitaf the present SEM cal-
culations, which is dictated by the computer power avaddblus. Although synthetics
were calculated down to 8 seconds in the next section, imisdd down to 12 seconds here
due to the heavy computations. In the comparison shown iar&i@.9, we have chosen
a station, which clearly shows two separate pulses in ththelins. As the second pulse
moves closer to the first one (229-231 of Model 2), these pudgand into a single broad-
ened pulse because frequency resolution is not good endt@leulations of the CSEM
synthetics to higher frequencies would allow a better spar of these pulses for paths
close to the vertical boundary, as seen in the observatibms.waveforms from Model 2
look more similar to the data than Model 1, which providesstmints on the appropriate
velocity contrast to match the observations. As shown ldlber velocity contrast which
explains the Sdiff travel time measurements in the case & B%bout 4% and it is con-

sistent with Model 2. The first arrival of Model 2 station 247ai refracted wave from the
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fast region to the slow region (similarly to station 89 in Mbd, Fig. 3.7a). In Model 1
however, the bending of the ray at the boundary is large azates a large shadow zone of

the first arrival, which does not seem to be present in theroasens.

3.4 Modeling based on the tomographic model

In the second part of the modeling, we focus on the kidneyesthafpw anomaly in Africa.
As shown in the previous section, the cause of the multiplegsidepends on the geometry
of the source and receiver, and the location of the boun@ased on the SH tomographic
model Mégnin and Romanowigc2000], we constructed a model which generates the sec-
ondary phase (solid black lines of Fig. 3.2). The result givisight of where and how
the secondary arrivals are produced in the African datauri@.10 presents equidistance
projections of the kidney shaped anomaly. The source, ifrijidonga region, is plotted
at the apex. The left panels show the original SAW24B16 mode¢ right panels show a
modified model. The contour line of 0(%) anomaly of the oragitomographic model is
kept fixed. The velocity anomaly is saturated to -2.75(%hmmglow regions and 1.75 (%)
in the fast region, between the CMB and 300 km above the CMBs&lvalues are chosen
to fit the travel time measurements of the Sdiff phase. Thnstitian to the 1D model above
370 km from the CMB is here smooth, to avoid artificial effaotthe vertical plane. Figure

3.11 shows the synthetic waveforms calculated down to 8&kcadrhe calculation to high
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frequencies is necessary because the secondary arrivadtda@ distinguished for some
paths when periods shorter than 12 seconds are not incladethown in Figure 3.2. The
synthetics from the original tomographic model (Fig. 3.&ft panel) do not generate the
secondary arrival or the rapid shift of the first arrival. @a bther hand, the synthetics from
the modified model with the sharp boundaries (Fig. 3.11 nogimtel) capture the features
of the observed waveforms. The move out of the secondamalwhich actually appears
in multiple branches, shows a slope which is consistent alitbervations, although it ap-
pears at a slightly different azimuth. Moreover, the jumpha first arrival occurs around
the azimuth of 215 degrees which is also consistent with bisevations. Figure 3.12(a)
and (b) shows the synthetic and observed particle motiaheatation corresponding to an
azimuth of 210.26 degrees. The particle motion of Sdiff phasLD PREM model(shown
by a grey line) shows almost purely tangential motion at tmath of maximum SH radi-
ation. The synthetic particle motion indicates that the prdse arrives from the southern
side and the second pulse arrives from the northern sideoédth the timing of the second
arrival is not quite consistent, the observed particle arotilso follows a similar trend.
Both the first and second arrivals are estimated to be reflastives and their paths are
described schematically in Figure 3.10 by yellow and graess| respectively. We should
point out, however, that only several observations showairparticle motion as Figure
3.12(b), and many of the observed traces are complicated notdshow the clear change
of the incoming wave direction(Fig. 3.12 (c)(d)). The maelifimodel is consistent with

the result from the previous section, where Figure 3.5@kéxml most similar to the data.
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In both Figure 3.5(f) and Figure 3.11(b), the source is ledain the faster side of the
boundary, the velocity jump is 4% and 4.5% respectively, taedmultiple pulses are ob-
served at stations located on the slow side.

The particle motions depend also on radiation pattern arsb#@apic structure. For ex-
ample, particle motion plots show evidence for shear waligtisg (elliptical motion) for
paths that stay entirely in the fast region (azimuths 190 @&grees)(Fig. 3.11(c)), but
remain linear once the paths start interacting with theiesa@rboundary and for the rest of
the azimuth range considered here(Fig. 3.11(d)). Thismsistent with the absence of
prominent SV energy for azimuths larger than 204 (Fig. 3@sd panel) and indicates
that neither radial anisotropy, as found in many regions'inf Banning and Romanowicz
2004], nor azimuthal anisotropy can explain the secondalyes described in this study.

We defer a detailed analysis of the full suite of observedigamotions to a future study.

3.5 Discussion and Conclusions

The result from simple models (Fig. 3.7 and Fig. 3.5) shoves then the wavepath
in the D" is quasi-parallel to a sharp vertical boundary, $iuff waveforms are accom-
panied by secondary phases. The synthetic tests from thelmoflFig. 3.7 give only

a qualitative constraint on the model, which is the existenica sharp vertical boundary

in the D” region. However, because SEM includes the 3D effém strong heteroge-
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neous structures, the order of magnitude of the effects @envilveforms is well captured
by the simple model. When the boundary is sharper, the sacpmpihases are clearer and
observed in wider ranges of azimuth. These phases can basiseditional constraints on
the shape and sharpness of these boundaries. There aregaatine synthetic waveforms
of Figure 3.5, which are not seen in observed waveforms. @heyndicated by grey dots,
and are observed at those receivers, where the wave pathsample the slow anomaly
regions and do not interfere with the lateral heterogendiberefore, we think the pulses
are due to the vertical velocity change in the synthetic madach is the sudden reduction
of velocity at 300km above the CMB. Various vertical struesishould be examined and

adjusted more carefully in future studies.

The synthetics from the more realistic model of Figure 3ddates that the postcursors of
ASA data are refractions from different sides of the kidnegsed boundary. This suggests
that the details of the shape and anomaly contrast at thedlaoyinan be obtained by fitting
the timing of the emergence of the postcursor. Althoughetse some differences, the
timing of the first arrival and the slope of the secondaryvatrare consistent between
synthetics and observations. This indicates that the shidjhe anomaly is well described

in the existing tomographic model, in spite of the fact thatya2D kernels within the
great circle were used to make the original modglégnin and Romanowic2000]. The
gradient of the anomaly is less well constrained, as prelodiscussed in the case of
Africa by [Ritsema et al1999] and in the case of the Pacific by Bréger and Romanowicz

[Bréger and Romanowicz1998]. Observation of refracted waves outside of the great
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circle suggests the importance of including 3D effects &taded modeling of the velocity
anomalies at the base of the mantle. These effects shoolh@lexamined carefully when
attenuation measurements are made in regions with shamalldteterogeneity, or more

generally, when modeling amplitudes of low pass filteredres.

The observed waveforms of ASA (Fig. 3.2) are presented iergithpers\\Ven 2001;Ni et
al., 2005]. Wen YWen 2001] proposed a model where the thickness and velocityeaiiv
velocity region varies from a 12km thick layer with -12% vely reduction on the south
side, to a 180km thick layer with negative velocity gradiei®2% at the top and -9% at the
CMB on the north side. The shape of the slow anomaly regiongn$model is consistent
with this study, however, his modeling requires a large ei&yccontrast. In his study, only
2D heterogeneity along the great circle was taken into adctmuconstruct the synthetic
waveforms for the modeling. The postcursors were integgrat reflections inside the low
velocity layer on the CMB, in the vertical plane. In contrase interpret the secondary
pulses as arising from interactions with the vertical bargdn the horizontal plane. Since
the D” region is characterized by strong heterogeneityigaa broad spectrum of scale
lengths, it is important to identify whether the secondauisps are caused by vertical or
lateral heterogeneity. Different interpretations regulguite different models Liu et al.,,
1998;Cormier, 1985;Haddon and Buchbindef986]. Our result is consistent witiN{ et
al., 2005]. Here, we show that the observed multiple pulses egmdduced from relatively
simple structures. In addition to the pulses pointed outNinef al., 2005] (shown by grey

linesin Fig. 3.2), we show that the observed Sdiff phasdievi@d by a postcursor (shown
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by solid black lines in Figure 3.2, 3.3 and 3.5), which canXy@aned by a strong vertical

boundary. The emergence of pulses due to heterogeneiigewotfthe great circle are more
consistent with the data than effects from horizontal lengerFurthermore, by considering
3D effects, we find that a relatively small velocity contrastoss the vertical boundary
(but stronger on average over the last 300 km of the mantle ithaurrent tomographic

models) is sufficient (about 4%). Bféger and Romanowicz1998] obtained a large 8%
lateral shear velocity gradient across the northeastanndary of the Pacific superplume,
at the base of the mantle. Similar trends in differentiatétdime shifts as in Figure 3.6
were measured in that study. Because, in that study, theityektructure was modified

only locally near the CMB, rather than changing the gradsert saturating a large region

with constant anomaly, the velocity change may be condist#h what is found here.

We have shown that sharp vertical boundaries exist not drilyeaborder of the African
plume but also under the south Pacific. The Sdiff wavefornmtsclvgraze these two re-
gions, are similar in that 1) rapid shifts of the first arritiahe with respect to azimuth are
observed; 2) secondary phases, which accompany the Sdiseptshown by solid black
lines in Figure 3.2 and 3.3) are observed; 3) smaller pulse®lserved at higher fre-
guencies, which can be followed in a certain azimuth rangevs by open circles in 3.2
and 3.3). This indicates that the low velocity regions inltveer mantle under Pacific and
Africa, corresponding to the strong degree-2 pattern iraskelocity tomographic mod-
els, have a similar nature also at finer scales. The velooityrast found here, averaging

4-4.5%, is smaller than suggested in some previous forwamelng studies, however, it
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is still significantly larger than in any recent S velocityrtographic models, which clearly
underpredict lateral variations in the last 300 km at theelmdishe mantle (e.g. Ritsema et
al. 1999;Bréger et al, 1998]). Such a large average anomaly over this depth reanmysot
be due to thermal effects alone and implies that the supmgdcarry a distinct compo-
sitional component. Unlike the African superplume where shape and the location of
much of the boundaries are revealed thanks to data from deoselband arrays, large
uncertainties remain on the shape of the Pacific superpltmgarticular, the locations of
northern and western boundaries of the Pacific superplue toebe further investigated,

as well as finer scale structure within the superplumes.
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Event Latitude | Longitude| Depth | Distance Back Mw | Half duration

date (km) (deg) | Azimuth (deg) (sec)
1997 05 25| -32.02 | -179.95 | 345.0| 113.84 223.7 7.1 8.5
199703 21| -31.18 179.90 | 452.8| 114.46 224.37 6.3 3.5
19970503 -31.70 | -179.06 | 119.3| 113.5 224.5 6.9 7.0
1996 11 05| -30.95 | -179.73 | 366.7| 114.4 224.8 6.7 5.8
1998 0709 -30.51 | -178.71 | 154.5| 114.0 225.7 6.9 6.8
200106 03 -29.37 | -178.23 | 199.3| 114.3 227.0 7.1 9.3
1994 02 11| -18.89 169.08 | 223.3| 129.9 228.1 6.8 6.5
2000 06 14| -25.45 178.38 | 615.4| 119.02 228.52 6.4 4.1
1994 10 27| -25.75 179.39 | 540.6| 118.11 228.87 6.6 5.2
1998 04 14| -23.73 | -179.81 | 509.6| 118.69 231.21 6.1 2.7
2002 06 30| -22.13 179.43 | 631.6| 120.18 232.25 6.4 4.0
1996 04 16| -23.98 | -176.47 | 116.2| 116.1 232.9 7.1 9.3
1998 05 16| -22.27 | -179.35 | 608.8| 119.17 232.85 6.8 6.5
200208 19| -21.74 | -179.08 | 630.9| 119.26 233.51 7.6 16.5
199501 17| -20.71 | -179.13 | 649.4| 119.86 234.47 6.3 3.0
1997 10 14| -21.94 | -176.15 | 165.9| 116.9 235.0 7.7 17.9
20020102 -17.63 178.84 | 680.8| 123.15 236.26 6.1 3.0
19980329 -17.57 | -178.85 | 553.7| 121.31 237.70 7.1 9.3
20000504 -17.72 | -178.31 | 539.8| 120.80 237.87 6.4 4.2
19940309 -17.69 | -178.11 | 567.8| 120.65 238.01 7.6 16.0
20000108 -16.84 | -173.81 | 162.4| 117.5 241.2 7.2 9.7

Table 3.1: List of events,

used in this study and recordeldeastation BDFB in Brazil, The

waveforms for these events are shown in Fig.3. The origiesiand locations are extracted
from the Harvard CMT Catalog.
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Y din(Vs)(%)

Figure 3.1: Earthquakes (stars), stations (triangles) paojections of the raypaths. Back-
ground model is the shear velocity model SAW24bMefnin and Romanowic2000] at
the depth of 2850km. The thick lines show the diffractingtjwor of the paths on the CMB.
Thick yellow lines are the paths of the traces whose wavesaame shown in Figure 3.2
and 3.3. Diamonds show the points where SKKS enter and exiuker core.
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Figure 3.2: Observed velocity waveforms for event 1997080#iji-Tonga (M,6.8)
recorded in South Africa.. Waveforms are filtered in threedent ways. First panel
from the left: Transverse component bandpass filtered wither frequencies at 0.01 and
0.5 Hz. The distance and back azimuth of each station areatedi on the left. The broken
line is the expected Sdiff arrival for the PREM model. Secpadel: Radial component,
filtered in the same way as the transverse component. ThivelpBandpass filtered with
corner frequencies at 0.01 and 0.125 Hz. Y-axis shows thedmmuth. Note the different
vertical scale compared to the first two panels on the lefjhRpanel: filtered in the same
way as synthetic waveforms in Figure 3.5, with a high end eofrequency at 0.078Hz.
With this frequency limit, the multiple pulses are not wedparated. Gray lines follow
the trough of the first pulse. Black solid lines follow the @edary pulse, which is only
observed in the vicinity of the structural boundary.
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Figure 3.4: SH wave radiation pattern of the Fiji-Tonga eserecorded at sta-
tion BDFB. The radiation patterns are evaluated in the gmatle plane, which

connects the source and receiver. The straight line in edoh shows the take-
off angles of Sdiff phase. The mechanisms are from the Hdn@WMT Catalog

(http://www.seismology.harvard.edu/CMTsearch.htnilpey are shown in order of back
azimuth from BDFB from the top left to bottom right.
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20000504
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Figure 3.5: S waveforms for those events listed in Table Bedorded at station RPN
(shown in Fig. 3.1), for which data are available. The evextédepicentral distance(left)
and azimuth(right) are indicated on the left of the tracelse $imple S phase waveforms
indicate that the secondary pulses in the SHdiff wavefomisgure 3.3 are due to hetero-
geneous structure rather than to the source process. E3@41027 has a secondary pulse
around 10 sec after the first motion, but this cannot be rlmt¢hat observed for SHdIff,
as the latter arrives much later, about 25 sec after the fiotiom
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Figure 3.6: Travel time shifts as a function of latitude af fioint where the Sdiff raypath
reaches the CMB. Left: absolute Sdiff travel time residuahwespect to PREM. Right:
differential travel time residuals of Sdiff-SKKS. Diamandorrespond to the data at station
BDFB. Crosses are data for Fiji-Tonga events. Circles at& fda South American events.
Both Sdiff and Sdiff-SKKS shows a steep gradient with respetatitude.
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Figure 3.7: The shear velocity models used in the CSEM stiotivaveform calculation.
(a) Modell: The fast and slow regions have velocity anomadie-3% and +3% respec-
tively with respect to PREM. The sharp boundaries are |lacet¢he top and right (North
trending and East trending, thin white lines), and gradwainolaries are on the left and
bottom. The sharp boundaries are shifted 13 degrees awaytligreat circles, which are
parallel to them (shown by a dashed line). The gradual baigglare oriented between 5
degrees and 13 degrees from the great circles. (b) ModeR fadt and slow regions have
velocity anomalies of -2% and +2% respectively. The bouiedaare shifted 15 degrees
away from the great circles which are parallel to the intfaThick dark lines show the
portion of Sdiff raypath, which samples the bottom 300knhefmantle. Thick white lines
show the diffracting portion at the CMB. The numbers nexthe stations are azimuths
measured from the south. They also serve as the station narffggire 3.5. Raypaths of

1D model are shown except for the station 89 and 205 in Modéldreymultipathing are
shown by thick black lines.
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Figure 3.8: Synthetic waveforms calculated using CSEM liermodels shown in Figure
3.7. Each trace is normalized by its maximum amplitude. Barthe right side show the
relative maximum amplitude. The waveforms in the four parfae) to (d) are calculated
for Modell which has a 6% lateral shear velocity jump (-3% 8346). They show differ-
ent combinations according to whether the interface ispsf@{d) or gradual (a)(b) and
whether the source is located on the slow (a)(c) or fast l®i@ke of the interface. The
waveforms in the last two panels (e) and (f) are calculatedfiedel2, which has a lateral
velocity jump of 4%. The source is located in the slow region(€), and in the fast region
for (f). The gray lines follow the trough of the first pulse. Wfhthe source is located in
the slow anomaly region ((a), (c) and (e)), large postcerédashed lines) are observed
at the receivers located in the slow regions. They corre$pomaths turning within the
velocity gradient. They are observed at stations 24-41dpr421-203 for (c) and 1-7 for
(e). When the source is located in the fast region ((b), (d)@), a secondary phase due
to refraction and diffraction is observed as indicated by black solid lines. They are
observed at stations 81-105 for (b), 261-281 for (d) and 234 for (f). The waveforms
which sample only the slow regions ( stations at 47-63, 227 {2r Model 1, 13-41 for
Model 2) show additional pulse which are indicated by gretsd@Ve think the pulses are
due to the vertical velocity change in the synthetic modeéicWis the sudden reduction of
velocity at 300km above the CMB.
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i Synthetic waveform
L Model2, station 247
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Figure 3.9: Comparison between observed and syntheticfarans. Top: CSEM synthet-

ics as in Figure 3.5. Middle: an observed waveform that samBSA, bandpass filtered
with corner frequencies at 0.01 and 0.125 Hz. Bottom: anrvbsevaveform that samples
ASA. In Figure 3.2(a) this trace is shown at a back azimuthii# gdegrees, but band-
pass filtered with corner frequencies at 0.01 and 0.10 Hz.tifie scale of the synthetic
is streched compared to that of the observed waveforms. iJhiscause among the syn-
thetic waveforms, we have chosen a station which clearlystibe two crests separately.
Stations that are closer to the boundary would present togtises closer to each other,
however with the frequency limitation those pulses woulehbl into a single broadened
pulse.
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Figure 3.10: Left panel: the original SAW24B16 model at ¢hdepths in the bottom
300km of the mantle. The source in Fiji Tonga region is lodattthe apex. The stations
in Africa (Fig. 3.1) are shown by triangles. Right panel: ad®lowhich is modified
from SAW24B16. The boundary of the fast and slow anomalyesatntour line of 0(%)
anomaly of SAW24B16. The anomaly jump is from -2.75 to 1.79 (%heses values are
determined by fitting travel time data. The model is expandespherical harmonics of
up to degree 300, and the velocity jump of 4.5(%) occurs withidistance of 100km at
the CMB. Both models have 1D PREM structure from surface dm8i70km above the
CMB. The 3D velocity anomalies linearly increase from 37800 km above the CMB.
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Figure 3.11: Synthetic waveforms calculated by CSEM dow® seconds. (a) The wave-
forms from the original tomographic model (Fig. 3.10 lefhp§; (b) the waveforms from

the modified model (Fig. 3.10 right panel). Gray lines follthve first trough, black lines

follow the secondary arrivals.
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Figure 3.12: Comparison between synthetic (a) and obsdb)eglarticle motions at one

of the stations of African array. The station is located ahaimuth of 210.26 degrees and
a distance of 121.09 degrees. The color indicates the tirtterespect to predicted Sdiff

arrival from PREM. Black: -35 to -5 s, Blue:-5to 20 s, Greent@@5 s, Red 45 to 70 s.

Gray line shows the particle motion calculated from PREMo#us indicate the motion of

first and second pulse. (c) and (d) are also observed parimii®ns at the stations located
at an azimuth of 202.46 and 217.563 respectively.
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Chapter 4

Toward estimations of the Vs anomaly

gradient around the Pacific superplume

Summary

In the previous chapter, we showed that the tomographic hi8é&v/24B16, Mégnin and
Romanowicz2000]) underestimates the amplitude and gradient of thel&ity (referred
to as Vs hereafter) anomalies in the D” layer beneath theain@cean. In this chapter,
we examine how well the anomalies are resolved in other nsgid the D” layer. We put
special focus on the anomaly distributions in the Pacificaegwhere the locations and

details of sharp anomaly gradients around the Pacific siypagoare less well understood
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than in the African superplume (Fig. 1.2).

First, we evaluate the method which was used to construcSthelocity tomographic
model. NACT (nonlinear asymptotic theorylLi[and Romanowigz1995]) is the method
which was used both in the forward and inverse problems iptbeess of making the to-
mographic model. We compare the travel time predictionsftioe two methods, CSEM(
Coupled mode Spectral Element Metho@apdeville et al.2003]) and NACT. The com-
parison shows limitations in the ability of NACT to handldeets of large amplitude Vs

anomalies.

Second, by comparing synthetic and observed travel timéseobdiff phase, we evaluate
the amplitudes and gradients of the anomalies given by tmedgoaphic model. Despite
the limitations in the method which was used to make the madbelcomparison shows
that the model predicts observed travel times very wellndee those traces with large

travel time anomalies.

Finally, we try to estimate the amplitudes and gradientbefts anomaly in regions where
the tomographic model is unsuccessful in predicting theetitime anomalies. We also ex-

amine how sensitive the travel times are to the amplitudegaadient of the Vs anomalies.
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4.1 Comparisons of travel time predictions from different

methods

First, we assess the method which was used in making the Sityedobal tomographic
model (SAW24B16) by comparing travel time predictions frolACT and CSEM. As a
reference, and also to understand Vs anomaly distributidimeomodel, we also calculate

travel time predictions from 1D ray theory.

1D ray theory is an expedient way to estimate travel time ali@s The method relies
on a high frequency approximation, and assumes that the isavBly sensitive to the
heterogeneity along the ray. It also assumes that the aresvaak small in amplitude so
that the ray is not bent due to 3D heterogeneities. The pgestlicavel time anomalies from

this method are the summation of the anomalies along the \LD ra

Ray tracing is conducted in a spherically symmetric (1Dgrefice model (PREMDziewon-
ski and Andersonl981]). We first divide the mantle into layers of thin (Sknhe#ls, and
then calculate the length of the ray within each layer. Fyné#he travel time anomaly in

each segment, due to the velocity deviation from the 1D meaudlelintegrated over the ray.

The travel time anomaly irth segmentdt;, is given by the following equation:
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dt = —T— (4.1)

where

(dri2 + (r;,d6)?)2
Vi

Ti = (4.2)
T; is the travel time in th&th layer,dr; is the thickness of thih layer,r; is the radius ofth
layer,v; is the S wave velocity in theh layer in the 1D modelly; is the velocity anomaly

in ith layer andd6; is the distance of the ray along the great circle withinithéayer.

d6; can be obtained by first defining the ray parametas

_rsinj
v 4.3)

wherej is the incident angle of the ray at a radiusThe ray parameter is constant along

the ray. Equation 4.3 can then be rewritten to

d6 = drtanj — dr— P (4.4)
1-(pv/r)?

46 — pdr
v (r/v)2—p?

(4.5)
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By integrating equation 4.5 from torij, 1 we get

dé :W<COSl(M) —cosl(pv'“)) (4.6)
ri li+1
wherew is
Iogﬁ
B Iogﬁ

with the assumption that the 1D velocity profile with resgedhe radius can be expressed
by the function

v(r) = arP (4.8)

NACT is a normal mode based method and provides waveformddka into account
the heterogeneities on the great circle plane between treesand receiver. Because it
includes not only along-the-mode-branch coupling of theleso but also cross-branch cou-
pling, the theory is able to bring out the ray character ofybedves using normal-mode
superposition, and accounts for 2D sensitivity in the eaftplane Li and Romanowicz
1995;Li and Romanowigz1996;Mégnin and Romanowic2000;Gung et al, 2004;Pan-
ning and Romanowi¢2006]. The method handles a finite frequency effect. Inrotlueds,
heterogeneities not only on the ray but also in a region atth@ ray, where the waves are

sensitive due to the finite wavelength, are taken into adcoun

The Coupled mode Spectral Element Method (CSE®B{ddeville et al. 2003] is a nu-
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merical method to solve the wave equation in 3D heterogenewdia, and it provides
complete waveforms. It is exact and not based on any of theogppations, which are
mentioned above. This method is described in Chapter 2. Bweferms are calculated

down to 17 seconds.

The model has a 3D structure in the bottom 370km of the magitten by the S velocity
tomographic model SAW24B16. SAW24BM\¢gnin and Romanowic2000] is derived
from the inversion of hand picked body, surface and highedenwaveforms, including
SHdiff, by using NACT both in the forward and inverse problelm order to measure the
travel time anomalies from NACT and CSEM synthetic wavef®rsynthetic waveforms
from the 1D model (PREM) are first created for each trace. Téeet time anomalies
are obtained by taking the cross correlations between PR&tMtee 3D synthetics. 800
Sdiff waveforms from 15 events are used for the comparisér Idcations of events and
stations are presented in the next subsection, where we tflgomeasurements from the

observed waveforms.

Figure 4.1(a) shows the comparison of travel time anomadreslicted by CSEM and
NACT. The travel time anomalies predicted by NACT are clighpeound—6 seconds on
the negative side and around 4 seconds on the positive sitthe dfavel time anomalies.
The figure shows the limitations of NACT in handling strondenegeneities. In NACT,
the effect due to lateral heterogeneities is partitionetvimparts. The first part takes into

account the horizontally averaged structure along thet gieze between the source and
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station. This term can handle the non-linear effects cabgdtkterogeneities. In the sec-
ond term, the rest of effects due to cross-branch modal oayple calculated. This term
is linearized and then treated asymptotically under therapion that these effects are
small. The 4.1(a) shows that this assumption is not validrmces which sample strong
heterogeneities. It should be noted that the tomographaetmrovides smaller amplitude
of anomalies compared to the real earth, as it was shown jorévious section. The effect

due to the linearized term can be larger when the method igeap observed data.

Figure 4.1(b) shows the comparison of travel time anomaliedicted by CSEM and 1D
ray theory. The travel times of 1D ray theory represent thectiire along the 1D ray path.

The CSEM gives smaller travel time anomalies for positiagef time anomalies.

In Figure 4.1(b) we used the Vs anomalies at the depth of 2&5kthe anomalies at the
Core Mantle Boundary (referred to as CMB hereatfter) for tberdy tracing. Figure 4.2
shows more plots of travel time anomalies from 1D ray theoith wvespect to CSEM. Vs
anomalies at different depths are used for 1D ray tracingamégure. In the Figure4.2(a),
the anomaly model at 2800km is used as the CMB anomaly forapdracing. In the
Figure 4.2(c) , the actual CMB anomaly is used at CMB. Theectao features in the
figures, which should be noted. The first is the good coratatif travel time predictions
between CSEM and the ray tracing which is shown in Figuread. Zthis feature indicates
that Sdiff phases are sensitive to structures at the deptindr2800km, which is 90km

above CMB, rather then the structure at the CMB. The secoadife to note is that, for
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the positive travel time anomalies, the differences indlawne predictions from the two
methods become larger as the ray sample anomalies thatatedaleeper in the mantle. A
comparison between (a) and (c) of the Figure 4.2 indicates3AW24B16 has a stronger

anomaly gradient with respect to depth in slow regions th&ast regions.

The two features shown in Figure 4.2 indicate that the denaif the plots from the y=x
line in Figure 4.1(b) is likely to be due to the finite frequgmdfect. The effect is included
in CSEM but not in ray theory. Because of the finite width of elengths, waves sample
not only the heterogeneities on the ray but also those imnsgaround the ray. The effect
of heterogeneities is averaged over a finite depth. Sincentbael has a strong positive
vertical gradient of anomaly amplitudes in the slow velpcégions in D", but not in the
fast regions, the predictions between the two methods #erett only for the positive

travel time anomalies.

Figure 4.1(c) shows the comparison of travel time anomadgdigtions between 1D ray
theory and NACT. This plot also shows the two features dbedriabove. Compared to
Figure 4.1(b), NACT gives smaller amplitudes of negatiavét time anomalies, which
shows the limitations of applying a linearized theory to thedel. The plot shows the
deviation from the y=x line, which is due to the finite freqagreffect that is included in

NACT but not in ray theory.
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4.2 Evaluating the S velocity tomographic model

4.2.1 Comparison of observed and synthetic travel time anoalies

We compare synthetic and observed travel times and evaioatavell the amplitudes of
the anomalies are resolved in the tomographic model SAW8g4Blhe synthetic travel
times are calculated by using CSEM for the bottom 370km oftlatle and by using 1D
ray theory to correct for the 3D heterogeneities within # of the mantle. The ellipticity
correction (ftp://rses.anu.edu.au/pub/ak135/ellippctuded. Station elevation corrections

are not included.

Figures 4.6 4.7 and 4.8 show the comparison of the travel #intenalies. The location
of the paths are shown in Figure 4.3, 4.4 and 4.5. We chosdswath depths greater
than 300km to avoid contamination from the depth phases @mmd $trong upper mantle

heterogeneity.

The result of the comparison shows that the model predietsiiserved travel times very
well for most of the data. In many traces there are only a fevorsés or less difference
between the synthetic and observed travel times. Thereoane sases in which the syn-
thetics give a much smaller amplitude of travel time anoesatiompared to data. These

data are marked by blue arrows and can be categorized inltbeiftg three cases:

(1) Traces with large travel time anomalies. Most of the deltéch are marked by blue
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arrows have an observed travel time anomaly greater thandppately 7 seconds.

(2) Traces which sample the regions where the dataset forZZU84/6 does not have good
coverage in the D” layer. This is the case for the data whioh@athe southern hemisphere
and Atlantic Ocean region. This suggests that the first stepdolve the amplitude of Vs
anomalies is to use a dataset with good sampling coveragegilme 4.6 4.7 and 4.8, the

backgrounds of the graphs are pink for the data which sarhpleduthern hemisphere.

(3) Traces which seem to be affected by local anomalies. Blaghata includes event
(c) 102/57 (distance/azimuth), event (h) 101/298 and efleh01/56. The corresponding
stations are surrounded by many other stations nearby ar@httmalies are not observed
in other stations. The discrepancies can also be due to ooisaccuracy in the travel time

measurements.

4.2.2 Travel time analysis of Sdiff, SKKS and SKS phases

We evaluate the distribution and amplitude of the anomajieen by the tomographic
model for the D” layer around the Pacific region. We collecd8&®1 Sdiff travel times
which sample the Pacific region. They are measured in the sayeas described in the
section 4.1. Additionally, we measured travel times of SIK8 SKKS for the same traces
when those phases were clearly observed. We collected IKS@GB8d 1729 SKKS travel

times. Figure 4.9 shows the measured Sdiff travel time ahowmigh respect to PREM.
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Travel time anomalies are plotted at the midpoint of theradfing portion of the Sdiff
phase. The anomaly distribution has a good correlation thigttomographic model in the
D” layer. The figure indicates that the S wave structure ir@hkayer primarily contributes

to the observed Sdiff anomalies.

Figure 4.10 through 4.16 show the Sdiff travel time anonsaliéth respect to azimuth
or back azimuth for some selected events or stations. Thihetymtravel times are also
plotted. Because travel times are measured from 248 evadtd# & expensive to run
CSEM for such large numbers of events, the synthetics awdraat from 1D ray theory.
The anomaly model at the depth of 2850km is used as the anaonwadgl at CMB. Travel
times of SKS and SKKS are also plotted. Lack of correlatiditb@ travel time anomalies
between Sdiff and other phases indicates that the Sdiféltiame anomalies are due to
heterogeneities within the lower mantle. This is becausetths of Sdiff and SKKS are
close to each other in the upper mantle but they are diffdretite lowermost mantle.
The paths of SKS and Sdiff are more separated compared toa®difSKKS in the upper
mantle, however the lack of correlation between SKS and 8difel time anomalies can
still indicate if the Sdiff anomalies are caused by near e@wr station structure or the

lower mantle structure.

Figure 4.10 and 4.11 show that trends of Sdiff travel timenaaltes are well predicted in
the Western and Northern Pacific. The paths sample the bofdlee Pacific superplume.

The finite frequency correction, which is indicated by theldad line in Figure 4.1, is not
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applied in the synthetic travel times. With the finite fregog corrections, the positive
anomalies of synthetic travel times become a few secondesnfimm what is shown
in the figures. Figure 4.12 and 4.13 show the data set witlpsteange in Sdiff travel
time anomalies with respect to azimuth, observed in theraeRacific. The paths sample
inside the Pacific superplume and the jumps of the Sdiff ttave anomaly are associated
with small changes of anomalies within the superplume. Tihdicate a possibility that
the superplume is a gathering of multiple separated slowomegather than a single big
blob. Figure 4.14 and 4.13 show some cases where the modegb@dkcts the travel time
anomalies. Figure 4.15 and Figure 4.16 show cases wheredtelmnderestimates the

travel time anomalies.

4.3 Towards the estimation of the Vs anomaly gradient at
the base of the mantle

In this section, we modify the gradients of the Vs anomalreB'’ layer given by tomo-

graphic models and compare the travel time anomalies pgeeticom the models with the

data. From this modeling we estimate the range of gradidniseoVs anomalies which

can be explained by the data.

The Vs anomalies between the depths of 2891 and 2521 km ar#iedldoly applying a
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function to the original Vs anomalies. One example of suchretion is shown in Figure
4.17. Each function is determined by a combination of 4 patars.x0 is the shift of the

origin, or the point of symmetry, in the x axig0 is the shift of the origin in the y axis.
xd and yd are the distance in the x and y axes from the pointy@&pto the point where

the slope of the function becomes 0. There is another wayftoedhe same function. In
some cases the slope at x0 is given as one of the parametiexadres yd. We fit second
order polynomials to these four values. These functions ltla following two properties:
(2)they change the gradient of the original Vs anomaliessfmmalies which fall between
x0-xd and x0+xd in the original model, and (2) they flattenWiseanomaly for those which
are larger than x0+xd or smaller than x0-xd in the originatielo We show the results of

the modeling for two different regions, the Central and Seut Pacific.

4.3.1 Central Pacific

From the Sdiff travel time data set, we chose the data tha tierr midpoint in the region

between latitude -25 and 11 degrees and longitude -180 d7didgrees. This is the region
where the decrease of Sdiff travel times with respect ttuldéi was shown in the previous
chapter (Fig. 3.6). The distribution of the paths is showifrigure 4.18. We searched
for the combination of four parameters, which best fits tla@el time data, through the

parameter set of:
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x0=(-1, -0.75, -0.5, -0.25, 0, 0.25, 0.5),

y0=(-2, -1.5 -1, -0.5, 0)

xd=(0.5, 1, 2, 3)

yd=(1.5, 2, 2.5, 3) We tested 3 different models, SAW24B1B4IS18 [Masters et al.
2000,] and S20RTSRitsema and van Heijst1998]. The results are shown in Figure 4.18
to 4.21 and also in table 4.1. The variance of travel timesteednd after the modeling and
the four parameter set of the best fitting modified model feheaiginal model are shown

in Table 4.1.

The slope of the function at (x0, y0) is indicated as “gratfienthe table. Synthetic travel
times are calculated by ray tracing. Except for the model 3ABL6*, the anomaly at
the CMB is used as it is, without any finite frequency cor@tsi. The finite frequency
correction, which is shown by the dashed line in Figure 4slapplied to the predicted
travel times for SAW24B16*. We calculated the residual @ade from differential travel

times, such as Sdiff - SKKS and Sdiff - SKS. The variance iswated as follows.

5 ((Osd-sk — Ssa_sk)? + (Osd_skk — Ssa_skk)? + (Oskk_sk — Sskk_sk)?)
Nsg-sk + Nsg-skk + Nskk-sk

var =
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O andSstand for observed and synthetic travel time anomalieertsely. The subscripts
sd-sk sd-skk andskk_sk stand for Sdiff-SKS, Sdiff-SKKS and SKKS-SKS differential
travel times respectivelyN is the number of differential travel time measurements. A

smaller variance indicates a better fit of synthetic traveés to the data.

Figures 4.18 through 4.21 show the Vs anomaly distributisgheCMB (depth of 2891km)

of the original and modified models and the comparisons oéesl and predicted travel
times. The difference between Figure 4.18 and 4.19 is th4t18, the finite frequency
correction is applied to the synthetics travel time from tlagory, whereas no correction
is applied in 4.18. Among the three models, the variance allest for SAW24B16 both

before and after the forward modeling. The bottom panels® 4how that the original

SAW24B16 model (blue triangles) already predicts well ttead of the observed travel
time anomalies (pink circles). After the modeling by thegmaeter search, the fit to the
data became better for the data between latitude -18 andeg@els. The maximum and
minimum anomaly amplitudes of the original SAW24B16 model &.8 and 5.7% at the
CMB. After modeling, the model is saturated with anomalies2db to 2.5%. The results
show that the trend of travel time data can be explained wahd&reasing the gradient and

saturating the model with constant anomaly values.

The plots of the travel time anomalies for model SB4L18 (Feg4.20) show that mostly
only the average value of the anomalies have changed a&@ndleling. The trend of the

travel time anomalies is already explained by the originadlel. The anomaly range of the
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original model is -2.4 to 1.53% at the CMB. The model is sdadat -2 and +2% in the
modified model. A significant improvement of travel time aradynpredictions is shown
for S20RTS(Figure 4.21 ). The anomaly range of the originadlehis -2.4 to 2.1 % at the

CMB. The model is saturated at -3 and 2%.

The range of the anomalies obtained for all the models, e&x&ay/24B16*, are between
4 and 5%. This is consistent with the result we presentedarptkvious chapter, where
the difference between the slow and fast regions was 4.5 % rdsult also shows that the
models provide a good fit to the travel times with larger geath of anomalies than the

original model.

It should be noted that we ended up having many models withasinariance reductions
but with different parameter combinations, although méghe models which have a good
fit to the data have a larger gradient than the original modahle 4.2 shows parameters
and variances of the 3 models based on SAW24B16 that bese fitetta. It shows there is
a range of models that can fit the data. From the data set we ihaveifficult to single
out the best model by only using 1D ray theory. It should besjixbs to extract more

information on the structure in the D” using full waveformdamot just travel times.

We chose one event from among the events which are shownune~g18 and calculated
CSEM synthetics from SAW24B16 and 3 different modified medelsed on SAW24B16.
Figure 4.24 shows the location of the event and the rayp#ibsther with the observed

travel time anomalies for the Sdiff, SKS and SKKS phases.
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We used four data points (see figure) between the azimuth® @i 105 as the data for

the modeling.

The three modified models are the models which are obtaindtelpyarameter search using
ray theory, as described above. We calculated the variattection in the two datasets,
one from all the data shown in Figure 4.18 with 325 paths, aedther the data of four
points shown in Figure 4.24. Then we searched for a modellwstiows good variance
reduction in both data sets. The travel times are predictad fLD ray theory. The four
parameters which describe how the models are created froM28B16 are indicated in

the caption of Figure 4.25 for each model.

The anomaly distributions of each model are shown in Figu2é.AModel399 fits the data
better than SAW24B16 when the finite frequency correctiag.(B.1(b) dashed line) is
not applied to the synthetic travel times from ray theory. ddi8 fits the data better than
SAW24B16 when the finite frequency correction is appliedh® synthetic travel times
obtained from ray theory. Model40 has the same parametéviodsI8 except for the pa-
rameteryl. It has the same gradient and shape of the boundaries etheeaslow and
fast regions as Model8, but the average value of the anosnalit% faster than Model8.
The top panel of Figure 4.26 shows the comparison of obse&udétitravel time anomalies
with synthetic travel time anomalies for the four modelsaiiied by ray theoryvithout
the finite frequency correction. Model399 and SAW24B16 gjued fits to the data. The

middle panel of Figure 4.26 shows the comparison of obseBdiff travel time anoma-
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lies with synthetic travel time anomalies obtained by ragotly with the finite frequency
correction. Model8 gives the best fit to the data. The bottamepof Figure 4.26 shows
the travel time anomalies obtained by CSEM synthetics. Agrtbie four models, Model8
gives the best fit to the data, although the fit is not perfeahdicates that with the param-
eter search method using ray theory with finite frequencyections, we are able to get a
model which fits the data better than the original model. H@xanore work is required to
obtain better fits and more accurate estimates of the ardpbtaf the anomaly. For Model8
and Model40, travel time anomalies obtained by CSEM areifsigntly lower than those

from ray theory.

In Figure 4.25, Model40 and Model8 show strong gradientgHerslow velocity anoma-
lies at a depth of around 2800km. In other words, the stroogy sihomaly at 2800km
mostly disappears at a depth of 2700km. On the other hand)dineanomalies are more
continuous in Model399 and SAW24B16 and the differencekérttavel time predictions
between CSEM and raytheory are smaller. The vertical gnhdigthe anomalies in the D”
layer is the reason for the discrepancies in the travel tinoerealy predictions between ray
theory and CSEM. The main result of this experiment is thseblkeng this gradient might

hold a key to a better understanding of S velocity structatéé D” region.



95

4.3.2 Southern Pacific

We show an example where the parameter search is unsudcé$sfuomographic model
SAW24B16 underestimates the travel time anomaly for a fesspathe Southern Pacific.
We applied the forward modeling using a parameter searchetalata which sample the
Southern Pacific. The paths of the data set are shown in Fgge We tested combina-

tions of the following parameter set.

x0=(-0.25, 0, 0.25, 0.5)

y0=(-0.5, -0.25, 0, 0.25)

xd=(1, 1.5, 2, 2.5, 5)

slp0=(0.7, 1, 1.43, 2.14)

The variance of this experiment is defined by:

5 ((Osd— Ssd)?)

Nsg

var =

OsgandSsq stand for observed and synthetic Sdiff travel time anorsakspectively. The
variance is 0.530 for the original SAW24B16. After forwaradelling, the variance be-

comes 0.287 for the best fit model with (x0, y0, xd, slp0)=%-D.5, 5, 1). Figure 4.23
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shows the comparison of predicted travel time anomalias filee two models. The ob-
served anomalies are also plotted. The fit of the predictedhaties to the data becomes
better after the forward modeling. However, only the averaglue of the anomalies is
shifted. In other words, several seconds are added to thenakianomalies for all the
traces, the new model does not produce steep shift of the aremnwith respect to back

azimuth which is observed in the data.

The result shows that it is important to have a good startingehto conduct the parameter
search. The result is consistent with the low coverage oféisgive data in this region
in the dataset, which was used to create SAW24B16. The fepttetobtain the gradients
and amplitudes of anomalies is to create a tomographic nfoxtala dataset with a good

sampling coverage.

4.4 Conclusions

We evaluated the NACT waveform modeling method, which wasiue construct an S
velocity tomographic model. The comparison of Sdiff phasedl time anomalies pre-
dicted by CSEM and NACT shows limitations in the ability of 8A to handle the effects
of large amplitude Vs anomalies. The travel time anomalfd$ACT are clipped around
—6 seconds on the negative side and around 4 seconds on thegsisie, whereas CSEM

gives the travel time anomalies in the range betwe&f and 6 seconds. The comparison
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of travel time anomalies predicted by 1D ray theory, CSEM BACT shows the impor-
tance of including finite frequency effects in the modelinggith 1D ray theory, which
does not include the finite frequency effect, the model SABABItends to give larger pos-
itive travel time anomalies than the two other methods. Tiferédnces of the predicted

anomalies between CSEM and 1D ray theory became as largecasads.

We evaluated the D” layer structure of the S velocity glolbahdgraphic model by com-
paring the observed and predicted travel times of Sdiff eh&3espite the limitations in
the NACT method which was used to make the model, the modesgjood predictions of
travel time anomaly amplitudes particularly in the regiainere the dataset for SAW24B16
has good sampling coverage. It suggests that the first stggttine correct Vs anomaly
amplitudes is to use a dataset with good sampling coveratieimversion. Travel times

are under predicted for some of the traces with large angdittavel time anomalies.

The travel time analysis of Sdiff and SKS,SKKS travel time¢agat, which samples the

Pacific region, shows the following features:

(1) Vs anomalies of the D” layer are well predicted in the M&W24B16 particularly

in Western and Northern Pacific:

(2) The Vs anomalies in the southern Pacific are under pesliotthe model.

(3) The Vs anomalies are over predicted in the model for soawes which sample the

Central Pacific.
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(4) There are a few regions within the Pacific superplume w/laesteep change of Sdiff
travel times with respect to azimuth are observed. Theilmestvhere the significant shifts
are observed correspond to the regions where the model stitanges in Vs anomaly

amplitudes.

Based on existing Vs global tomographic models, we createsige of modified models
and searched for models which better explain the travel inenaly data. The results of
the parameter search show that we can find models that fitahel time anomalies better
by keeping the shape of anomaly and changing the amplitudlgraalient. The difference
of the Vs anomalies in slow and fast regions are between 4 tal'bis is consistent with the

value we obtained with forward waveforms modeling using ®IS&the previous section.

The result of the parameter search also shows that fromdkelttime data set we have,
we can obtain a multiple number of models which almost eguedplain the data. Using
the waveforms, instead of travel time, as the data would teftistinguish between the
models. Calculating CSEM synthetic waveforms for each oféhmodels and comparing

them with waveform data would allow us to evaluate which medgplains the data better.
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Table 4.1: Variance of the travel time residuals and the foadel parameters

*Finite frequency correction which is provided in Figurd 4s applied to the synthetics

models Original model| Modified model| xO | yO | xd | yd | gradient
SAW24B16 | 7.57(sed) 6.58 -0.25| 0 | 2 |25 25
SAW24B16* 9.47 6.81 -0.25| 0 | 1] 3 6

SB4L18 9.76 7.08 025 0 | 2| 2 2

S20RTS 13.83 7.34 0 [-05| 3 |25| 1.667

Table 4.2: Parameters of best fitting models, starting frétw34B16

residual variance x0 |y0 | xd | yd
6.58(sec) -0.25/ 0. | 2. |25
6.59 0. |0.12.] 2

7.10 -0.25| 0. | 1. | 2.
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Figure 4.1: Comparison of travel time anomaly predictioh8 different methods. The
travel time anomalies are calculated for 800 Sdiff phaség. mhodel has the 3D Vs struc-
ture of SAW24B16 for a 370km thick layer at the bottom of thentl& (a) Comparison
between CSEM and NACT (b) Comparison between 1D ray theahCSEM. The dashed
line is a 3rd order polynomial function which fits the datatbesa least-squares sense (c)

Comparison between 1D ray theory and NACT.
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Anom at 2891km is used as anomaly at CMB

Anom at 2800km is used in depth 2800~2891km Anom at 2854km is used as anomaly at CMB
T

Raytheory
o
Raytheory
o
Raytheory

Figure 4.2: Comparison of travel time prediction betweerE®@Sand raytheory. (a) The
anomaly model at the depth of 2800km of SAW24B16 is used atebéh between 2800km
and 2891km (b) The anomaly model at the depth of 2854km is astte depth between
2850km and 2891km. (c) The original CMB structure of SAW28Bdodel is used. The
anomaly model at the depth of 2891km is used as it is at thénad@891km.



102

0
din(Vs)(%)

Figure 4.3: Location of the paths for which travel time measents were made. Stars
show the location of the source. Yellow triangles show tleatmn of the stations. The
diffracting portions at the CMB of the Sdiff phase are showrthick gray lines. The

background model is SAW24B16 at the depth of 2850km.
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Figure 4.6: Open circles: Observed travel time anomalesdGray diamonds: Synthetic
travel time anomalies calculated from CSEM synthetics. fidwenumbers on the x axis
show distance (bottom) and azimuth (top) in degrees. Thercage alphabet letter from a
to | at the upper left of each panel corresponds to the alphetber of the map. Blue arrows
point to the data which have large difference between olbskeand synthetic anomalies.
The backgrounds are shaded for the data which mostly saimp®eduthen Pacific.
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Figure 4.9: Distribution of paths of the measured travektemomalies. The back ground
model is SAW24B16 at the depth of 2850km. Top:Diffractingtmm of Sdiff waves.
Bottom: Sdiff travel time residuals with respect to PREM listfed at the midpoint of the
paths
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Figure 4.10: Travel time anomaly measurements for the pakiish sample the Western
Pacific. Top: Sdiff travel time residuals are plotted at thdpoint of the path. Diffracting
portion of Sdiff waves are shown in thick gray lines. The bgasund model is SAW24B16.
The event location is shown by a star. Bottom: Travel timenagees of Sdiff (solid red
circle), SKS (blue triangle) and SKKS (green square) phagtsrespect to azimuth or
back azimuth. Synthetic travel time anomalies obtainedDydy theory for SAW24B16
are shown by open red circles. The model gives a good prediofitravel time anomalies
for the paths which sample Western Pacific.
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Figure 4.11: Travel time anomaly measurements for the paliish sample the Northern
Pacific. The model gives a good prediction of travel time aals. Legends are the same

as Figure 4.10.
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Figure 4.12: Travel time anomaly measurements for the patiish sample inside the

Pacific superplume. A few observations show large shift afdl time anomalies within

a small distance range. For example, the travel time anojualps are observed at the
azimuth of 35 and 80 degrees for the event 20000304 _0224led at 35 degrees for the
event 19950203 0231. Legends are the same as Figure 4.10.
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Figure 4.13: Travel time anomaly measurements for the pathsh sample inside the
Pacific superplume. A few observations show large shiftafdl time anomalies within a
small distance range. Legends are the same as Figure 4.10.
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Figure 4.14: Travel time anomaly measurements for the pathesh sample the central
Pacific. A Large triangle on the map shows the location ofiostaFigures show examples
of where the model over predicts the anomalies. They are meslicted for the traces at
azimuth of 50 deg for the event 19950621 1529 and at 100 degak azimuth for the

data recorded at the station INU. Legends are the same aHidL0.
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Figure 4.15: More examples of travel time anomaly measunésneA Large triangle on
the map shows the location of a station. Figures show exanaphere the model under-
estimates the anomalies. Legends are the same as Figure 4.10
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Figure 4.16: More examples of travel time anomaly measunésneThe model under
estimates the anomalies in the Southern Pacific. Legendsesame as Figure 4.10.
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dVs/Vs(%) Original model

4 parameters
(x0=-0.25 y0=0 xd=1 yd=3)
or
(x0=-0.25 sIp0=0 xd=1 yd=3)

Figure 4.17: Description of a function which is used to mgdife anomaly given by the
tomographic model. The function is given in 2nd order polyns. The shape of the
function is determined by 4 parameters.
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Figure 4.18: Top left: The original SAW24B16 model at thetthegf 2891km. The paths of
the data which are used in the modeling are plotted. Greamgies show the points where
SKKS paths enter and exit the outer core. Red triangles sheywaints where SKS paths
enter and exit the outer core. Top right: The modified modaictvbest fits the observed
travel times, among the tested models. Bottom |8iiff-SKKS differential travel time
anomalies (seconds) with respect to the latitude of midtpdotegrees) of the paths. Gray
diamonds show the data. Blue triangles show the predicta@lttime from the original
model. Pink circles are predicted travel times from the medimodel. Bottom right:
Sdiff-SKS differential travel time anomalies with respect to thetlates of the midpoints
of the paths. The synthetic travel times are corrected ®ffitiite frequency effect shown
in Figure 4.1.
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Figure 4.19: Top left: The original SAW24B16 model at the tthepf 2891km. Top right:
Modified model, which best fits the data. Bottom left: SAiKISS differential travel time
anomalies (seconds) with respect to the latitude of midp(deegrees) of the paths. Bot-
tom right:Travel time anomalies of Sdiff-SKS differentishvel time with respect to the
latitudes of midpoints of the paths. Legends are the sam&yassH4.18.
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Figure 4.20: Top left: The original SB4L18 model at the ddpghween 2710 and 2887km.
Top right: Modified model, which best fits the data. Bottom:|&diff-SKKS differential
travel time anomalies (seconds) with respect to the lagitofdmid points(degrees) of the
paths. Bottom right: Travel time anomalies of Sdiff-SKSeliéntial travel time with respect
to the latitudes of midpoints of the paths. Legends are theesss Figure 4.18
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Figure 4.21: Top left: The original of S20RTS model at thetdeyf 2891km. Top right:
Modified model, which best fits the data. Bottom left: SAiKISS differential travel time
anomalies (seconds) with respect to the latitude of midtg@ilegrees) of the paths. Bot-
tom right:Travel time anomalies of Sdiff-SKS differentishvel time with respect to the
latitudes of midpoints of the paths. Legends are the sam&yassH4.18.
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Figure 4.22: The distribution of the paths and the traveétamomalies of the Sdiff phase
which were used in the modeling for a Southern Pacific region.
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Figure 4.23: Travel time anomalies of Sdiff phases obsemesiation BDFB in Brazil.
The locations of the paths are shown in Figure 4.16. The lttawe predictions from ray
theory for SAW24B16 (red circle) and a modified model(bluele) are also plotted. The
modified model is obtained by searching for a set of four patans which best fit the data.
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Figure 4.24: Top: The source and recievers of the event wiveh used in the CSEM
calculation. Yellow circles show the travel time anomaf@sach path. Bottom: Observed
travel time anomalies with respect to azimuth for Sdiff, SKKnd SKS. Legends are the
same as Figure 4.18.
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Figure 4.25: Anomaly distributions of the four models whiefere tested by running
CSEM. White diamonds show the points where ray paths of th# fladase enter the
D" layer (at a depth of 2600km). The four parameters for eaddehare as fol-
lows: Model8 (x0,y0,xd,yd)=(-1,-2,1,3), Model40 (x0,y8,yd)=(-1,-1,1,3), Model399
(x0,y0,xd,yd)=(0,0,3,2.5).
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Figure 4.26: Synthetic and observed travel time anomalids nespect to the latitude of
the midpoints of the paths. Synthetic travel times are shioyvopen circles. (a) Synthetic
travel time anomalies are obtained by 1D raytheory. Theefifngquency correction (Fig.
4.1) dashed line) is not applied. SAW24B16 and MODEL399 # ¢lata equally well.

(b) Synthetic travel time anomalies are obtained by 1D rgiy with the finite frequency
correction. MODELS best fits the data. (¢) CSEM is used toiaokdgnthetic travel times.

MODELS8 shows the best fit to the data. All the models undereste the anomalies by
approximately 5 seconds or more.
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Chapter 5

Postseismic deformation stress changes
following the 1819 Rann of Kachchh,

India earthquake

This chapter has been published@Geophysical Research Lettgffo A.; Bargmann R.,
Pollitz F. 2004 with the title 'Postseismic deformation stress changdisviong the 1819

Rann of Kachchh, India earthquake; was the 2001 Bhuj eaaltega triggered event? ’
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Summary

The 2001 Mw 7.7 Bhuj earthquake occurred in an intraplatereghowing little evidence
of active tectonism, but with rather unusual active seiggitncluding an earlier major
earthquake, the 1819 Allah Bund earthquake (M7.7). We examhistatic coseismic and
transient postseismic deformation following the 1819 GRann of Kachchh earthquake
(M7.7) contributed to the enhanced seismicity in the regiod the occurrence of the 2001
Bhuj earthquake; 100 km away and almost two centuries later. Based on therirstizeld
setting, great rupture depth of the 2001 event and lack ofifsignt early postseismic
deformation seen following the 2001 event, we assume titiagtViscous relaxation occurs
in the lower crust and that the upper mantle has an effectbasity of about 18 Pas. The
predicted Coulomb failure stress on the rupture plane o2@tH event increased by more
than 0.1 bar, which is a small but possibly significant amo8ttess change from 1819
event may have also affected the occurrence of other histarithquakes in this region.
We also evaluate the postseismic deformation AG# Sin this region due to the 2001
event. PositivéACF Sfrom the 2001 event occur to the NW and SE of the Bhuj earthguak

rupture.
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5.1 Introduction

The Mw 7.6 26 January 2001 Bhuj earthquake was the most deadllgquake to strike
India in its recorded history; about 20,000 people wereHlihnd 166,000 people were in-
jured (e.g., Bendick et al.2001]). Although this region is 300 km from boundaries & th
Indian plate, it has experienced several damaging earkegu#&ig. 5.1). Among those,
the 1819 Allah Bund (or Great Rann of Kachchh) earthquakksras one of the largest
among global intra-plate earthquakdslinston and Kanterl990]. The 1819 earthquake
produced an about 90-km-long, 6-km-wide and 3-to-6-m-higlift known as the Allah
Bund ([Oldham 1926;Bilham, 1998;Rajendran and Rajendra2001]). From the surface
deformation the magnitude is estimated to be Mw =02 [Bilham 1998]. Considering
the intra-plate setting and apparent low Holocene defaonattes in the regionVjfes-
nousky et al.2001], the occurrence of two M 7.5 and~ 10 M >5 earthquakes in 200
years warrants evaluation of a causal link between the s\eatling to such accelerated

moment releaseBendick et al.2001].

Earthquakes and subsequent relaxation processes changtreéls in the surrounding
Earth’s crust and can enhance or delay the occurrence dfoeaites on nearby faults.
Here, we examine the possible connection between the ermgiof the 1819 Allah Bund
earthquake and the 2001 Bhuj earthquake located about 108May. Numerous stud-
ies have shown a correlation between calculated positigeismic stress changes (shear

and normal stresses calculated using elastic dislocatmaefs) and the location of after-
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shocks as well as triggering of moderate to large earthcqupdkarris, 1998]. Coulomb
stress changes of ~0.1 bar have been found to significantly impact seismicity pate
[Reasenberg and Simpsdi®92;Harris, 1998;Stein, 1999]. It has been suggested that
postseismic relaxation in the lower crust and upper matgke glays an important role in

stress transfer and earthquake triggering.

For example a sequence of M>8 eathquakes occurred in M@nfjoln 1905 to 1967,
where background loading is comparatively small. Eachteveturred more than 10 years
and 100 to 400 km apart. Cosesimic stress changes are srttadl s@mote distances and
it is difficult to explain the 10 to 30 years time intervals\Wween events. The earthquake
sequence is well explained by taking into account the langfar reaching stress changes
from postseismic viscous flow in the crust and upper matefy et al,2001;Pollitz et

al., 2003].

Here, we explore quantitatively, in the framework of the ©oub failure criterion, the idea
that both coseismic and postseismic stress changes frob8fl8eearthquake increased the
likelihood of failure at the site of the 2001 event. We alslzatate predicted regional sur-
face displacements and stress changes resulting from @ieezdthquake and subsequent

relaxation.
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5.2 Model Calculations

We compute coseismid®pllitz , 1996] and postseismidpllitz and Sacks1997] defor-

mation and stress changes using spheroidal and toroidabmiodes of a spherically
stratified elastic-viscoelastic medium. The model is patanized by specifying the fault
geometry and slip of the source event and the depth depealdetic and viscous param-
eters. Coulomb stress changes are evaluated along thersliti@h on the receiver fault,
such as on planes parallel to the rupture of the 2001 earkiegaad at a depth of 20 km,

near which the 2001 earthquake nucleated.

5.2.1 1819 source rupture model

The fault parameters chosen for the 1819 event are basdgilbarp, 1998] and Bilham et

al., 2003]. Bilham(1998) suggested a shallow (from 10 km to tieasurface) reverse-slip
rupture on a 90-km-long 50 70° N-dipping fault plane to match the measured elevation
changes from the event. Bilham et al. (2003) take the grgathdend short lateral fault
length of the 2001 rupture into consideration and incorfgongw topographic and remote
sensing observations of the morphology of the Allah Bundtfacarp to obtain updated
fault parameters. The 1819 event is estimated to have a 5kgrupture dipping 45to

the north with 3-8 m slip. The slip is set to 5.5 m in this stuciynsistent with a MVE. 7

earthquake for a rupture extending to 30-km depth.
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5.2.2 Depth dependent viscoelastic parameters

The magnitude and pattern of postseismic deformation asdssthanges depend strongly
on the rheological layering of the crust and upper mantleckwvm turn depends on com-
position, temperature and other environmental paramet8esmic data show a Moho
depth of 35-40 km [Sarkar et al, 2002], which suggests tha2h01 earthquake and its
10-32-km-deep aftershocks ruptured to near the base ofrtisé cThus the Indian shield
is apparently significantly colder and less viscous thanyhmate boundary zones. Fig-
ure 5.2 shows the rheological model, which we adopt here.siberbulk modulus, and
shear modulus are consistent with seismic velocity anditydagering used in other stud-
ies [Antolik and Dreger 2003;Negishi et al. 2002]. We chose the model viscosity of the
upper mantle by calculating postseismic displacementthi®2001 Bhuj earthquake us-
ing a range of viscosity values, betwees k10" and 15 x10?! Pas, and by comparing
the estimated deformation transients with early GPS measemts spanning a 6-month
time period Pade et al. 1990;Miyashita et a] 2001]. We adopted a model upper mantle

viscosity of 15 x10'° Pas.

5.2.3 Stress change calculations

We calculate the coseismic and postseismic changes inrobuiailure stressCFS on

the receiver fault. The geometry and slip direction (stridip and rake) of the receiver fault
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need to be specified for this calculation. Positive chang¥iR Sindicates the increase in
likelihood of failure on the receiver fault. It is given &WCF S= g5+ u’ on, whereds s is the
change in shear stress in the slip direction on the receast, &, is the change in normal
stress (tension positive), and is the apparent coefficient of friction incorporating the
influence of pore pressurgt’'value of 0.2 to 0.8 are widely used in other studielafris,
1998]. We present calculat&€CF Sgiven a range of friction coefficients, as well as changes
of gs and g, (Figure 5.3). The receiver fault geometry @frtolik and Dreger 2003] for

the Bhuj earthquake is adopted (strike = 8@p = 51°, rake = 77)

5.3 Results

5.3.1 1819 earthquake coseismic and postseismic stressmpas

Figure 5.3 shows thACFSchange from the 1819 event evaluated for faults with the ge-
ometry of the 2001 event. The 1819 coseismic shear- and mhetness changes at the
hypocenter of the 2001 earthquake, are 0.06 bar and -0.09dsqectively, but stresses
rise to 0.30 bar and -0.36 bar following 182 years of postsigisleformation. Within the
range ofu ’ from 0.2 to 0.8,ACFSis positive at the location of the 2001 event. When
U ’is set to 0.4,ACFSat the 2001 event location is 0.02 bar for the coseismic ahé O.

bar for the postseismic deformation (Fig. 5.3(a) and Fig(l5). The stress change at the
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2001 hypocenter from the postseismic relaxation is 4 7 tigreater than the immediate
coseismic loading, which points to the importance of comsidy the contribution from
viscoelastic relaxation of the lower crust and upper mantfault-interaction calculations.
The change ild\CF Sfrom the Mw 6.1 1956 Anjar earthquake (Chung and Gao (1995) at

the location of 2001 is evaluated to be positive but very staabut +0.01 bar).

5.3.2 Postseismic deformation of 2001 Bhuj event

To consider the potential impact of the Bhuj earthquake duréuseismicity in the region
and in anticipation of continued postseismic deformaticgasurements, we also evaluate
the postseismic deformation aA@F Sin this region due to the 2001 event. We constructed
a coseismic fault model of the Bhuj earthquake based on tmearthCMT solution, af-
tershock locationsNegishi et al. 2002] and finite fault slip inversion results [Antolik and
Dreger, 2003]. Strike, dip, rake and moment magnitude aréoses’,50°, 50°, and 3.6
x1020 Nm, respectively. The slip distribution &rjtolik and Dregey 2003] is taken into
account, with larger amount of slip (8.2 m) confined to a smedh in the center (2515
km2) and less slip (1.7m) in the surrounding part. The modeture is 40-km long and
10-to-32-km deep. To first order, major faults in the Rann atkchh region strike ap-
proximately in an E-W direction, dipping 4@o 50° to the south in the southern part and
to the north in the northern part of the region. The faultsis tegion were formed under

N-S tension, before the change to N-S compression occuroeshd 40 Ma, and therefore
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they have steeper dips compared to usual thrust fallespousky et al2001]. We set

the receiver fault slip parameters to strike=27@ip=45", with a rake of 90. The result

is same for faults dipping 4%south or north. Figure 5.4 shows coseismic and postseismic
(calculated for 2011)A\CF Sfrom the 2001 event, as well as the surface displacement field
predicted from this model. PositidCF Sfrom the 2001 event occur to the NW and SE of
the Bhuj earthquake rupture. If we consider the fault lanatiin the Rann of Kachh region,
postseimic relaxation from the 2001 event enhances thssstre the Kachchh Mainland
fault and faults in the Wagad highlands. ThE€F Sis slightly negative on the Katrol Hill
fault. However, the change afCF Sdepends on the receiver fault geometry and one should
use the specific fault parameters for better estimation lodeced or reduced likelihood of

failure on individual faults.

5.4 Discussion

5.4.1 Model sensitivity analysis

We examined the sensitivity @fCFSto the geometry of the 1819 fault rupture, the rhe-
ology stratification of the model and the geometry of the inagefault. The results are
provided in the electrical supplements. In all of the modaelssidered, we find more then

0.1 bar Coulomb stress increase on the 2001 event rupturgtréss changes as low as 0.1
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bar can enhance the occurrence of an earthqué&eip, 1998], we conclude that the post-
seimic relaxation following the 1819 earthquake enhanbeddading on the 2001 rupture

by a small, but possibly significant amount.

5.4.2 Stress changes at location of other 1819-2001 eartlakes

We examined whether the stress change from the 1819 evewctedfthe occurrence of
other historic earthquakes in this region (shown in Figuf®.5Although the locations
of the pre-instrumental events are not well knowRajendran and Rajendrar2001], all

M > 5 events occurred in the region wheéZ& Sincreased by coseismic and postseimic
loading from the 1819 event, if the receiver fault geomesrassumed to be an east-west
striking, 45 north or south dipping fault plane. The calculat&dF Sfrom coseismic and
postseismic deformation for each event are +0.5 bar (186835 bar (1903), +0.4 bar
(1940), +0.6 bar (1966), +0.7 bar (1985) and +0.2 bar (198#lham (2003) proposed
the possibility that the rupture of 1819 event only ruptuadohg 50 km of 90 km long
Allah Bund and that the subsequent 1845 event may have mgaur adjacent segment
to the west in a region where our calculations show coseiamic25 years of postseimic
deformation increased the Colomb failure stress by up to &ardalbng the Allah Bund

strike.
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5.5 Conclusions

The coseismic and postseismic stress changes froidithe: 7.7 1819 Allah Bund earth-
guake encouraged failure on the 2001 Bhuj rupture faultgol@omputed\CF Schanges
range from 0.09 - 0.25 bar, depending on the choice of sounrdeexeiver fault geometry
and the model rheology parameterization. Postseismisssttieanges at the location of
the 2001 earthquake exceed coseismic values by about & &dctato 7. Other historic
earthquakes in the region that occurred since 1819 alsordonty occurred in regions of
enhancedCF Sfrom the 1819 earthquake. Coseismic and postseismic sinasges from
the Mw=7.6 2001 Bhuj earthquake will lead to comparableardgi stress perturbations in
the Rann of Kachchh region and might thus result in contirerdthnced earthquake activ-

ity in an extended earthquake sequence in an otherwisetlam sate, intra-plate setting.
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Figure 5.1: The location of major faults and post-1819 epr#tkes (afterRajendran and
Rajendran2001] for 1819-1966 events, and using USGS-NEIC catalogm&trumentally
recorded events.) Events of M > 5 are shown by large red star,SMrom USGS-NEIC
catalog are shown by small red star. Dashed rectangleshiadault geometry of the 1819,
1956, and 2001 events. The intersections of the faults \wahstirface are shown in thick
gray lines. Yellow stars are aftershocks of the 2001 event.
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[Antolik and Dreger2003] is used andCF Sare evaluated at a depth of 20 km at the time
of the 2001 earthquake. (e) and (f) show change of normallaear stress from coseismic
and postseimic deformation. (d) Change of CFS with timeesit®19 at the hypocenter of
the 2001 event and other M >5 events in the rediph= 0.4). Stress changes are calcu-
lated for E-W striking, 45N or S-dipping reverse faults except for the 208h{olik and
Dreger, 2003] and 1956 evenChung and Gap1995].
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Chapter 6

Conclusions

We have carried out a series of studies to better underst@nstrtuctures, particularly the

amplitudes and gradients of Vs anomaly, in the D” layer.

We developed a waveform modeling tool which is suitable tolyafo relatively high fre-

guency S diffracted waveforms which propagate throughnglsoheterogeneous D” re-
gions. The accuracy of the method is checked against norrmdérsummation in simple
models and shows a satisfactory precision. The comparisabserved Sdiff seismograms
for paths sampling the D" across the Pacific, with synthetaraputed in an existing to-
mographic model in which heterogeneity has been restrictéde bottom 370km of the
mantle, shows surprisingly good agreement not only in phlagealso in amplitude (in

contrast to PREM synthetics) at least down to a 12 s cornguénecy. This indicates that
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3D effects not accounted for by the theoretical approxiomtiused in the construction of

model SAW24B16 are not systematically dominant.

We applied the method to observed Sdiff waveforms to comstree structure in the D”
layer beneath the Indian Ocean. The SHdiff waveforms, wiicze the southeastern
edge of the African superplume, have previously been redar show a rapid arrival
time shift and a broadening of the waveforms with respecdhéoazimuth. In addition the
waveforms show a secondary pulse that follows the diredt Sdase. The comparison of
waveform data with CSEM synthetics indicates that the pwstwrs can be explained by
simple 3D structure effect in the D” region with a sharp, questical boundary aligned
almost parallel to the ray path. When including 3D effecth@modeling, we find that the
velocity contrast across the sharp boundary is of the oridé+586, averaged over the last
300 km of the mantle, which is smaller than has been propassdme studies, but larger
than in existing tomographic models, implying that the ‘sygume” features at the base

of the mantle cannot be purely thermal.

We showed that a set of SHdiff waveforms, which grazed theéhsoo border of the Pa-
cific superplume, have similar features to waveforms whiczed the southeastern edge
of the African superplume. The similarity of the two obseh&Hdiff waveform sets at
relatively high frequencies indicates that the low velpo#gions in the lower mantle under
the Pacific Ocean and Africa, corresponding to the strongeded pattern in shear velocity

tomographic models, have a similar nature also at finer scale
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We also examined how well the anomalies are resolved in thegoaphic model in other
regions of the D” layer. The comparison of synthetic trairaetanomalies between CSEM
and NACT shows the limitations in the ability of NACT to haadhe effects of large
amplitude Vs anomalies. The comparisons of travel time aies predicted by 1D ray
theory, CSEM and NACT shows the importance of including éfiequency effects in the

modeling.

The comparison of observed travel time anomalies with CSiEMhetics show that despite
the limitations in the NACT method, the model (SAW24B16)ag\va good prediction of
travel time anomaly amplitudes particularly in the regiarteere the dataset for the model
have a good sampling coverage. The travel time amplitudesraderestimated in some re-
gions in the southern hemisphere. This suggests that thetBsto get correct Vs anomaly
amplitudes is to use a dataset with good sampling coveratieeimversion. We showed
that we can find multiple models that fit the travel time anoesabetter then the original
model by keeping the shape of anomalies and changing thetadgsd and gradients. Cal-
culating CSEM synthetic waveforms for each of these modets@mparing them with

waveform data allows us to evaluate which model better éxplae data.

We performed simulations of coseismic and postseismicrdeftion due to the Mw=7.7
1819 Allah Bund earthquake, using a previously obtainedcsouwpture model. Our results
show that Coulomb failure stress on the rupture plane of th& M 2001 Bhuj event had

increased by more than 0.1 bar due to the 1819 event. Thisnsb, Hut possibly signifi-
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cant, amount. Other historic earthquakes in the Rann of &athegion that occurred since
1819 also predominantly occurred in regions of enhas@@S from the 1819 earthquake.
This implies that coseismic and postseismic stress chatigego the 2001 Bhuj earth-
guake will lead to comparable regional stress perturbatiothe Rann of Kachchh region
and might thus result in continued enhanced earthquakatgati an extended earthquake

sequence in an otherwise low-strain rate, intra-platéngett
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.1 Construction of particular solution % and receiver op-

erator &

The equation to be solved in the frequency domaifp is
—w?p(N)uM?(r, w) — 2 (NuM?(r, ) = f(r, w), (.1)

with a free surface boundary condition 8@ and a Dirichlet boundary condition dp,

ur,(r,w) = ug,(r, ), (.2)
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Whereu§2 is the restriction of displacement drp in the SEM domainQs. ur,(r,w) is

the restriction of displacement drp in the upper modal solution domaf@y,. In this

appendixu with no upperscript denotes the displacement in the dofgn
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Taking into account the spherical symmetryayi», we seek for a solution of the form

u(r,w)=dym(r,w) - %, m8,9). (.3)

where? , m is the generalized spherical harmonics tensor (see pamerdefails). Three
solutions of (.1) without second member satisfying the fnegace condition are found and
they are denotegd, (r, w) with g = {1,2,3}. If we are able to find a particular solution to
(.1) with second membedzm(r, w), then the general sultion in the frequency—spherical

harmonic domain is

Ugm(r, ) = anem ngrw)-l—d m(h @), (.4)

whereqgay m(w) is an excitation coefficient that will be determined by theihdary condi-
tion (.2). To builddf we can use mode summation as it is classicaly done in seigmolo
(e.g. [Gilbert, 1971;Woodhouse and Girniys982.]). To build the normal mode basis to
be used for this purpose, any boundary conditiori gican be choosen, and for practical
reason, we take an homogeneous Dirichlet boundary conditiothe following, we note

2, and.7 , the tensors defined in the generalized spherical harmoagis By ) by,

(2% (w) = qdf (rr, @), [7]% (w) =gt/ (rr, W),

andd; m the vector of componentd, m|q = ga,m. Thanks to the choicdfm(rrz, w) =0,
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using (.2), (.4) we have

Gym(w) =uln(r, @) Ze(w)™t YV (Emw), wgny, (.5)

Wherel'l§j is the set of eigenfrequency Wh%@fl is not defined. Using (.4), its correspond-
ing expression in traction and tiEN expression (2.8), as in paper 1, we can still write for
the DtN operator

"o ()= 2, (w) T(w)  Ywgny, (.6)

where! denotes the transposition. We have

B} () = df (10, @), (7
Bum(w) =t n(rr,, @), (.8)

wheretP is the corresponding traction to°. To find the operator”?, we use the same

process as for thBtN operator to obtain

"Pw) =7 (w) 73(w)  VYogn{, (.9)

where[27]%% (w) = qd? (rq, )
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To build a particular solutionP, we naméJgn ¢(r) andTqn(r), such that

uk(r) = Uq,n,ﬁ(r) ‘@Am(& ®),

tk(r> = Tq,n,ﬁ(” : gﬁ,m(ea (P) s

the eigenfunction irQy2 in displacement and its corresponding traction (on a spaleri
surface of radius) associated to the eigenfrequenaywith k = (q,n, ¢, m) whereq cor-

responds to the type of mode (spheroidal or toroidal)raisthe radial order of the eigen-
frequency. Using classical modal summation and (.8), we lvathe frequency—spherical

harmonics domain

(Uk,f)
P, Tane(rry) | (.10)
where waveletg is suchf(r,t) = g(t)f(r) and the inner product definition is
(f,g):/ f.gax. (11)
Q;

In the time—space domain we obtain

sin(axt)

#0.00 =90+ [H v U H) Tane(re) |- Zem(.0).  (12)
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wherex is the time convolution. We also obtain f&£P, in the frequency domain:

w(zu EZf Uq,n,z(rcz)] : (.13)

B () = g(w) [z
and in the time—space domain

sin(axt)

70,0000+ 5 [H © (i ) uq,n,m)] Dm(0,0). (14)



